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Chapter 1

Shanmugalingam

1.1 Lecture One: Sobolev Spaces

1.1.1 Differentiability and Smoothness in Rn

Let Ω ⊂ Rn be open, let x0 ∈ Ω define and let f : Ω→ R

• Define what it means for f to be differentiable at x0.

• Define what it means for f to be smooth at x0.

We will denote n times differentiable functions by Cn(Ω) and smooth functions by
C∞(Ω).

1.1.2 Sobolev spaces in Rn by completing the smooth func-
tions

Let p ∈ (1,∞) and f ∈ C∞(X), define the first Sobolev norm by

‖f‖W 1,p(Ω) = ‖f‖Lp(Ω) + ‖∇f‖Lp(Ω).

• Show that ‖ · ‖W1,p is a norm.

The set of smooth functions C∞ with the first Sobolev, ‖ − ‖W1,p(Ω) is a normed
vector space.

• Show that the normed vector space (C∞(Ω),W 1,p is not a Banach space.
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6 CHAPTER 1. SHANMUGALINGAM

The completion of the smooth functions on Ω with respect to the norm ‖−‖W 1,p(Ω) is
called the first p Sobolev space and is denoted by W 1,p(Ω). It consists of functions
in Lp(Ω) with a gradient in Lp(Ω,Rn).

1.1.3 Integration by Parts and Weak Derivatives

If f ∈ C∞(Ω) and ϕ ∈ C∞c (Ω,Rn) then

(1.1.1)

ˆ
Ω

〈ϕ(x),∇f(x)〉dx = −
ˆ

Ω

f(x)∇ · ϕ(x)dx

by applying integration by parts and the fact that ϕ has compact support. For
f : Ω→ R measurable there exists an operator df : C∞c (Ω,Rn)→ R given by

df(ϕ) = −
ˆ

Ω

f(x)∇ · ϕ(x)dx.

The idea is that when f is differentiable we have

df = 〈−,∇f〉,

by equation 7.1.1, so this operator is a replacement for derivatives for functions that
don’t have them.

• What are the functions f such that there exists some V : Ω → Rn such that
for all ϕ :∈ C∞c (Ω) we have

df(ϕ) =

ˆ
Ω

〈V (x), ϕ(x)〉?

Functions which have these are called weakly differentiable. The following exer-
cise shows that they don’t always exist.

• We claim that the function f : R2 → R defined by

f(x, y) =

{
1, x > 0

0. x ≤ 0

does not have such a V .

When a function does have a weak derivative we should observe we can change
the definition of V on a set of measure zero and get another weak derivative. The
weak derivitive is unique up to a set of measure zero.
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1.1.4 Sobolev spaces by existence of weak derivatives

If f ∈ Lp has a weak derivative ∇f then on the subset of functions which have a
weak derivative we can define the first Sobolev norm as

‖f |W 1,p(Ω) = ‖f‖Lp(Ω) + ‖∇f‖Lp(Ω).

The Sobolev Space could then be defined as the set of weak differentiable functions
in Lp with bounded first Sobolev norm.

1.1.5 Equivalence of two ways of defining Sobolev spaces

We have given two ways of defining the Sobolev Spaces. The first is as the completion
of C∞(Ω) with respect to ‖−‖W 1,p and the second as the subspace of Lp(Ω) of weakly
differentiable functions with bounded Sobolev norm.

Theorem 1.1.1 (Serrin). Both approaches to defining the Sobolev space

Let ψ : R → R be a smooth non-negative function with compact support.
Define η(x) = ψ(|x|). For f ∈ W 1,p(Ω) we can define for every ε > 0

(f ∗ ηε)(x) =
1

εn

ˆ
Rn
f(y)η(

x− y
ε

)dy.

By approximations of the identity this converges to f in Lp sense as ε → 0. Next
we have

∂j(f ∗ ηε) = f ∗ ∂jηε
= ∂jf ∗ ηε

which approaches ∂jf as ε→ 0 for every j. This gives a sequence of approximations
of f ∈ W 1,p(Ω) by smooth functions.

1.1.6 absolute continuity

A function f : Ω→ R is absolutely continuous along γ : [0, 1]→ Ω provided the
following holds:

For all ε > 0 there exists δ > 0 such that for every collection of intervals
[a1, b1], [a2, b2], . . . , [ak, bk] ⊂ [0, 1] we have∑

i

|bi − ai| < δ =⇒
ˆ
∑

[ai,bi]

f ◦ γ < ε.
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1.1.7 convention: parametrizing in terms of arclength

Let γ ⊂ Ω be a curve of finite length and let f ∈ C∞(Ω). We can view γ as
γ : [0, 1]→ Ω. We have the inequality

|f(yγ)− f(xγ)| ≤
ˆ 1

0

|∇f(γ(t))||γ′(t)|dt,

where y(γ) is the end point of the curve and xγ is the end point of the curve. We
will parametrize curves in term of arclength so the the norm of the derivative will
be equal to one reducing the above expression to

|f(yγ)− f(xγ)| ≤
ˆ 1

0

|∇f(γ(t))|dt.

1.1.8 criteria for absolute continuity

Proposition 1.1.2. Suppose that f : Ω→ R and γ is a rectifiable curve in Ω. Also
suppose that there exists some g : Ω→ [0,∞] measurable such thatˆ

γ

gds <∞

and such that for all subcurves β ⊂ γ we have

|f(yβ)− f(xγ)| ≤
ˆ
β

gds.

Then, f ◦ γ is absolutely continuous and |(f ◦ γ)′| ≤ g ◦ γ pointwise.

• Using the definition of absolute continuity prove the above proposition.

1.1.9 the Poincaré inequality

This number is about the Poincaré inequality. For a set A we use the following
notation for integral average

−
ˆ
A

f =
1

|A|

ˆ
A

f.

Proposition 1.1.3 (Poincaré Inequality). For f ∈ C∞(Ω) and x0 ∈ Ω let r > 0 be
such that B(x0, r)) ⊂ Ω

−
ˆ
B(x0,r)

|f(y)− f(x0)| ≤ cn

ˆ
B(x0,r)

|∇f(z)|
|z − x0|n−1

.
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Proof. The left hand side of the above we convert to polar coordinated

1

anrn

ˆ
B

|f(y)− f(x)|dy =
1

anrn

ˆ r

0

ρn−1

ˆ
Sn−1

|f(ρ, θ)− f(x0)|dθdρ

where the volume of the n dimensional ball or radius r in anr
n we let y = (ρ, θ)

where θ ∈ Sn−1 and ρ ∈ [0, r]. Since we have

|f(ρ, θ)− f(x0)| = |
ˆ ρ

0

∇f(s, θ)ds| ≤
ˆ ρ

0

|∇f(s, θ)|ds

we have

1

anrn

ˆ r

0

ρn−1

ˆ
Sn−1

|f(ρ, θ)− f(x0)|dθdρ ≤ 1

anrn

ˆ r

0

ˆ ρ

0

ˆ
Sn−1

|∇f(s, θ)|
sn−1

sn−1dθdsdρ

=
1

anrn

ˆ r

0

ˆ
B(x0,ρ)

|∇f(z)|
|z − x0|

dzdρ

=
1

nan

ˆ r

0

|∇f(z)|
|z − x0|n−1

dz.

as an application of Fubini’s Theorem.

Remark 1.1.4. The expression
|∇f(z)|
|z − x0|n−1

is called the Reisz Potential of |∇f |

1.2 Lecture 2

1.2.1

Last time we showed the Poincare Inequality. This Inequality still holds if we enlarge
the Ball we are taking the integral over.

Proposition 1.2.1. For x ∈ B and f ∈ L1
loc(Ω) we have

(1.2.1) −
ˆ
B

|f(x)− f(y)| ≤ C

ˆ
4B

|∇f(z)|
|z − x|n−1

dz

.

Consider the operator IB which takes in functions V : Rn → R and is defined
by

IB(V )(x) :=

ˆ
4B

|V (z)|
|z − x|n−1

dz.
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Proposition 1.2.2. The operator IB is a bounded operator Lp(4B)→ Lp(4B).

The strategy is to control this operator by the Hardy-Littlewood maximal
function

Mf(x) := sup
B3x

1

|B|

ˆ
B

f(y)dy

which is known to be a bounded function. The proof will allso use the Lebesgue
differentiation theorem which states that

1

|B|
f(y)dy → f(x) as |B| → 0

where the balls are contain x and the limit exists almost everywhere.

Proof. Let Bi = B(x, 2−ir) for i ≥ 0 then

IB(V )(x) =
∞∑
i=0

ˆ
Bi\Bi+1

g(z)

|z − x|n−1
dz

≤
∞∑
i=0

ˆ
Bi\Bi+1

g(z)

(2−ir)n−1
dz

≤
∞∑
i=0

1

(2−ir)n−1

ˆ
Bi

g(z)dz

≤
∞∑
i=0

an2/r

|Bi|

ˆ
Bi

g(z)dz

≤
∑

(Mg)(x)

then use the boundedness of the maximal function.

|f(x)−−
ˆ
B(x,r)

f(y)dy ≤ −
ˆ
B(x,r)

|f(x)− f(y)|dy

|f − fB| ≤ C

ˆ
4B

|∇f(z)|
|z − x|n−1

dz

Let g ∈ W 1,p and take gn ∈ C∞(Rn) such that gn → g as n→∞ in the W 1,p

norm.

Proposition 1.2.3. For f ∈ W 1,p(Rn) and B a ball containing x,

|f(x)− fB| ≤ C

ˆ
4B

ˆ
|∇f(z)|
|z − x|n−1

dz.
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Proposition 1.2.4. Let f ∈ W 1,p(Rn). For almost every x and y in Rn we have

|f(x)− f(y)| ≤ Cd(x, y) [M |∇f |(x) +M |∇f |(y)]

Proof. Let B = B(x, 2d) where d = d(x, y),

|f(x)− f(y)| ≤ |f(x)− fB|+ |f(y)− fB|

= ≤ C

(ˆ
4B

|∇f(z)|
|z − x|n−1

dz +

ˆ
4B

|∇f(z)|
|z − y|n−1

dz

)
= C(M |∇f |(x) +M |∇f |(y))

Remark 1.2.5. If Ω = Rn then we need 1
8

dist(x, ∂Ω) = d(x, y)

1.2.2

We have the following characterization for f ∈ W 1,p(Rn)

Proposition 1.2.6. Let f ∈ Lp(Rn) measurable. If there exists a g ∈ Lp(Rn)
non-negative function such that

|f(y)− f(x)| ≤ d(x, y) [g(x) + g(y)]

then f ∈ W 1,p(Rn).

1.2.3

We will now use the result in the previous section to define a new space M1,p(X)
where (X,µ, d) is a certain measure space with a metric. Here

• µ is Borel regular.

• All balls have positive measure.

• Bounded sets have finite measure.

Remark 1.2.7. Non σ-finite measures have stupid pieces of the measure space.

Definition 1.2.8. M3p(X) is called the Hajtasz-Sobolev Space. It consists of
functions f ∈ Lp(X) such that there exists some g ≥ 0 which satisifies

|f(x)− f(y)| ≤ d(x, y) [g(x) + g(y)] .
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1.2.4

f : X → R is in M1,p if and only if f is in Lp and there exists some positive measure
Lp such that

|f(x)− f(y)| ≤ d(x, y)(g(x) + g(y)).

One can check easily that this defined a vectorspace. To do this suppose that For
f1 and f2 in Mp,1 with corresponding g1 and and g2 then f1 + f2 has g1 + g2 as its
Lp bounder. We have to show that g1 and g2 We can also make it a normed vector
space with

‖f‖ := ‖f‖Lp + inf
g∈S(f)

‖g‖Lp

where S(f) consists all of the possible positive, measurable g ∈ Lp satisfying the
inequality.

1.2.5

We claim that the vector space M1,p is complete. Suppose that fk is a convergent
sequence in M1,p. We need to show that fk → f such that there exists a g for the
f with the appropriate bound. It is that f exists as a function in Lp since the Mp,1

norm dominates the Lp norm of the sequence of fk’s. What is not clear is that there
exist some g which gives the

|f(x)− f(y)| ≤ d(x, y)(g(x) + g(y)) a.e.

This is what we will prove.

Since ‖fk+1 − fk‖M1,p can find some gk+1,k with ‖gk+1,k‖Lp → 0 as k → ∞.
Note that for every n we can write fn+1 as a sum of functions

fn+1 =
n∑
k=1

(fk+1 − fk) + f1.

By the remark in section 7.2.4 the function gn+1 :=
∑n

k=1 gk+1,k + g1 works as a
sufficient bounder for the fn+1’s. We can assume that gn+1 converges to some g in
Lp by taking a subsequence if necessary to make the convergence more rapid.

For every n we have

|f(x)− f(y)| ≤ |f(x)− fn(x)|+ |fn(y)− f(y)|+ |fn(x)− fn(y)|
≤ εn(x) + εn(y) + d(x, y)(gn(x) + gn(y)).
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Which implies

|f(x)− f(y)| ≤ inf
n

(εn(x) + εn(y) + d(x, y)(gn(x) + gn(y)))

≤ inf
n

(εn(x) + εn(y)) + d(x, y) sup
n

(gn(x) + gn(y))

≤ d(x, y)

(
sup
n
gn(x)− sup

n
gn(y)

)
Since gn(x) is monotonically increasing with n we must have that supn gn(x) =∑∞

n=1 gn+1,n(x) + g1(x). This limit exists in Lp which gives the g we were looking
for.

1.3 Lecture 3

1.3.1

Let f ∈ L1(X) and g : X → [0,∞] be a possible unbounded curve. Then for almost
every rectifiable γ in X we have

1.
´
γ
gds <∞

2. for all β ⊂ γ

|f(xβ)− f(yβ)| ≤
ˆ
β

gds

implies that f is absolutely continous on the curve γ with |f ◦ γ| ≤ g ◦ γ almost
everywhere in γ.

1.3.2

Another way to generalize the Sobolev spaces in the metric space setting. For
f ∈ C∞(X) and g = |∇f | works to get the above conditions.

For f ∈ W 1,p(X) we can find smooth fk such that ‖fk − f‖W 1,p(X) → 0 as
k →∞. For smooth functions we have

|fk(xβ)− fk(yβ)| ≤
ˆ
β

|∇fk|ds

almost everywhere and fk converges pointwise almost everywhere. Note that con-
vergence could be bad at the endpoints of the curves β. We need to throw a small
collection of curves to make the above statement make sense. This boils down to
computing capacities.
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1.3.3

µ is an exterior measure provided

• T1 ⊂ T2 implies that µ(T1) ≤ µ(T2)

• µ(∅) = 0

• For a countable family T1, T2, . . . we have

µ(
⋃
i≥0

Ti) ≤
∑
i≥0

µ(Ti)

1.3.4

Let T be a family of curves in X. The family of admissible functions is

A(T ) = {g : X → [0.∞]|∀γ ∈ T,
ˆ
γ

gds ≥ 1}

Note that these functions detect the family T in the sense that
´
γ
gds ≥ 1. For

p ∈ (0, 1), we define the p-modulus of the family T to be

µp(T ) =

ˆ
g∈A(T )

ˆ
X

g(x)pdx.

Lemma 1.3.1. µp is an exterior measure on the collection of curves in X.

In the above statment we are considering the collection of curves which are
arclength parametrized and are of finite length.

• Prove lemma 7.3.1.

1.3.5

Consider a cylindrical family K of line segments in Rn where A ⊂ {x ∈ Rn : xn = 0}
and above every point in A there is a straight line starting at xn = 0 going to xn = h.
The family is C = K × [0, h].

The set A(T ) is nonempty. The function

g(x1, . . . , xn) :=
1

h
χK(x1, . . . , xn)
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gives us

µp(T ) ≤
ˆ
K

gpdx

=
1

hp

ˆ
K

dx

=
1

hp [0,h]×A
dydt

=
1

hp
· |A| · h

Let ρ ∈ A(T ). This means that
´
Ly
ρds ≥ 1 where Ly denotes the fiber above

y ∈ A in K. By Hölder’s inequality this is less than or equal to

(

ˆ
Ly

ρpds)1/p(

ˆ
Ly

1p
′
)1/p′

which tells us that

1 ≤

(ˆ
Ly

ρpds

)
hp−1.

Computing further we have

ˆ
K

ρpdx =

ˆ
A×[0,h]

ρpdyds

=

ˆ
A

(ˆ h

0

ρpds

)
dy

= (ρpds) |A|
≥ |A|h1−p

1.3.6

Let E ⊂ X and define the family

T+
E := {γ : |γ−1(E)| > 0}.

Lemma 1.3.2. If E ⊂ X has measure zero them µp(T
+
E ) = 0.

• Show that a function in admissible class is zero.

• If S has measure zero then there exists covers of S which shrink to zero.
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Let E0 ⊂ X such that E ⊂ E0 and define

g(x) =∞χE0(x).

if γ ∈ T+
E then ˆ

γ

gds =∞

which means that g ∈ A(T+
E ) but we have that

ˆ
X

gpdx = 0

because g is supported on a set of measure zero.

1.3.7

Lemma 1.3.3 (Fuglede’s Lemma). Let gk be a sequence of non-negative borel mea-
surable functions on X, g : X → (0,∞] borel measurable with

‖g − gk‖Lp(X) ≤ 2−(k+1)p.

The set of curves for which
´
γ
gk does not approach

´
γ
g has µp measure zero.

We will actually be proving a stronger statement. The family

T = {γ : lim sup
k→∞

ˆ
γ

|gk − g|ds > 0}

has µp(T ) = 0.

1.3.8

Lemma 1.3.4 (Koskela-MacManis). Let T be a family of curves in X. µp(T ) = 0
if and only iff there exists a borel measurable g ∈ Lp(X) such that for all curves γ
we have ˆ

γ

gds =∞

This is a generalization of the above.
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1.3.9

Theorem 1.3.5. f ∈ W 1,p(X) if and only if

1. f ∈ L1(X)

2. There exists some g ∈ Lp(X) a non-negative borel measurable function such
that the family of curves T where one of the conditions for absolute continuity
fails has measure zero.

Observe that this theorem fixes exactly what was wrong in the beginning of
this lecture.

Proof. For the forward implication observe that f ∈ W 1,p(X) implies that we can
find fk smooth where fk → f as functions in W 1,p(X) and ‖fk − f‖W 1,p ≤ 2−(k+2)p.
Let

E = {x : lim
k
fk(x) 6= f(x)}.

This set has measure zero which implies that µp(T
+
E ) has measure zero.

By Fugleday’s lemma we have

µp{γ : lim
k→∞

ˆ
γ

||∇fk| − |∇f ||ds > 0} = 0.

Observe that |∇f | ∈ Lp(X) does not have to be Borel measurable bu can be modified
on a set of measure zero that that it becomes measurable.

Finally, observe that the set of curves on which
´
γ
|∇f |ds = ∞ has measure

zero.

If γ is not a member of one of these three bad sets of measure zero we have

|f(xβ)− f(yβ)| ≤
ˆ
β

|∇fk|ds

for every subcurve β such that

ˆ
β

|∇fk|ds→
ˆ
β

|∇f |ds.

The complement of any set of measure zero is dense so we can fine xβ and yβ not in
E that give

|f(xβ)− f(yβ)| ≤
ˆ
β

|∇f |ds.
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We need to show that E ∩ γ = ∅. Suppose that x0 /∈ E but x0 ∈ γ. We can
choose x0 as close to y as we want.

lim
k→∞

fk(y) = f(y)

fk(y)− fk(x0) =

ˆ
βy

∇fkds

and since ˆ
β

|∇fj|ds < ε

we get that

|fk(y)− fk(x0)| < ε

Use some triple triangle inequality to get what we want.

The converse depends heavily on the coordinates

• The line segments parallel to the coordinate axes

• get partial derivatives

Remark 1.3.6. The family of integrals
´
γ
|∇fj|ds are equicontinuous.

1.4 Lecture 4

1.4.1

In the previous section we gave a characterization of Sobolev functions. For X a
nice enough metric space we had f ∈ W 1,p(X) if and only if there existed some
Borel measurable g ∈ Lp(X) with a family T such that µp(T ) = 0 and for all γ /∈ T

|f(xγ)− f(yγ)| ≤
ˆ
γ

gds

And recall that by nice enough we means that (X, d, µ) was a triple consisting
of a set a metric and a measure where the measure was Borel regular, bounded sets
had finite measure and open sets had positive measure.
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1.4.2

We define the collection Ñ1,p(X) to be the set of f ∈ Lp(X) such that there exists
a g ∈ Lp(X) borel measurable and nonnegative and for almost every γ we have

|f(xγ)− f(yγ)| ≤
ˆ
γ

gds.

• Verify that the definition of µp did not use any Euclidean structure.

1.4.3

Consider the functions

f(x, y) = 0 and g(x, y) =

{
0, x = 0

1, x = 1

Observe that since these two functions differ only on a set of measure zero we have
g ∼ f as Sobolev functions.

1.4.4

Let p ≤ 2 and let T = { curves going through x0 }

• Show that µp(T ) = 0.

g as in definitino of Ñ1,p(X) is called a weak upper gradient.

‖f‖Ñ1,p(X) := ‖f‖Lp(X) + inf
g
‖g‖Lp(X).

• Show that N1,p(X) is a vector space.

• Show that ‖−‖N1,p is a seminorm (some nonzero elements may have ‖f‖N1,p(X) =
0.

• Quotient out by the kernel of this semi-norm to get a norm

The Newton-Sobolev space is defined by

N1,p(X) := Ñ1,p(X)/ ∼

where f ∼ g if and only if ‖f − g‖N1,p = 0. The word Newton is because the
Fundamental Theorem of Calculus applies.
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1.4.5

Theorem 1.4.1. If X is a subset on Rn with the induced metric and measure then

N1,p(X) ∼= W 1,p(X)

as Banach Spaces.

Remark 1.4.2. 1. The vector spaces above are not equal as sets since they consist
of different collections of equivalence classes.

2. Suppose that f1 and f2 have upper gradients g1 and g2. It is not the case that
g1 − g2 is a upper gradients.

Proposition 1.4.3. N1,p(X) is a Banach space.

Let {fk}k∈N a sequence of functions in N1,p(X) such that

1. fk → f in Lp(X)

2. fk has p-weak upper gradients gk ∈ Lp(X) with gk → g in Lp(X).

Then there exists some f0 : X → [−∞,∞] with f0 = f almost everywhere such that
f0 ∈ N1,p(X) and a Borel representative g0 of g is a weak upper gradients of f0.

By passing to a subsequence if necessary we have

‖f − fk‖Lp(X) < 2−kp,

‖g − gk‖Lp(X) < 2−kp.

The set

A = {x ∈ X : lim
k→∞

fk(x) 6= f(x) or lim
k→∞

gk(x) 6= g(x)}

has µ(A) = 0. The implies that mup(T
+
A ) = 0 since the set A has measure zero.

Also, the family

T = {γ : lim
k→∞

ˆ
γ

|gk − g|ds

has µp(T ) = 0 by Fugleday’s lemma.

By the K MacManus lemma we have

µp{γ :

ˆ
γ

gkds =∞ for some k or

ˆ
γ

gds =∞} = 0.
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Also for each k ≥ 1 the family

Tk = {γ : (fk.gk) do not satisfy |fk(xγ)− f(yγ)| ≤
ˆ
γ

gkds}

has µp(Tk) = 0.

Now the union of these families

S = TA ∪ T ∪
⋃
k≥1

Tk

has µp(S) = 0.

For γ /∈ S, we have

|fk(xγ)− fk(yγ)| ≤
ˆ
γ

gds

with ˆ
γ

gkds→
ˆ
γ

gkds

and
|fk(xγ)− fk(yk)| → |f(xγ)− f(yγ)|

by finding a dense set of points where this works and the triangle inequality.

1.4.6

M1,p(X) is the set of f ∈ Lp(X) such that there exists some g ≥ 0 in Lp(X) with
the property that for almost every x, y ∈ C we have

|f(x) + f(y)| ≤ d(x, y) [g(x) + g(Y )] .

N1,p(X) is the set of f ∈ Lp(X) such that there exists some g ≥ 0 where

|f(xγ)− f(yγ)| ≤
ˆ
γ

gds.

We have proved that

M1,p(Rn) = W 1,p(Rn) for p¿1

N1,p(Ω) = W 1,p(Ω)
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Proposition 1.4.4. In general we do not have M1,p(X) = N1,p(X).

counter-example. Suppose that D is the unit disc in R2 and consider X = D \ [0, 1].
We have

M1,p(D \ [0, 1]) = M1,p(D)

since the bounding g in the definition does not see the deleted line segment. On the
other hand

W 1,p(D \ [0, 1]) 6= W 1,p(D)

since arg(z) ∈ W 1,p(D \ [0, 1]) but not in W 1,p(D).

Remark 1.4.5. The example D \ [0, 1] is called a Sobolev extension domain.

1.4.7

Proposition 1.4.6. M1,p(X) ↪→ N1,p(X)

Proof. Given f ∈M1,p(X) we can modify it on a set of measure zero to get

|f(x)− f(y)| ≤ d(x, y)|g(x) + g(y)|,

with g ∈ Lp(X). By the Kaskela-MacManis theorem

µp{γ :

ˆ
γ

gds =∞} = 0.

since the inequality fails on a set of measure zero the set of curves which see E as a
large set has measure zero,

µp(T
+
E ) = 0.

Let γ be not one of the bad curves and partition it into small pieces γj each of length
l(γ)/N having some zj ∈ γj such that

g(zj) ≤ −
ˆ
γ

gds.
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|f(z1)− f(zn)| ≤
∑
i

|f(zi)− f(zi+1)|

≤
∑
i

2
l(γ)

N
[g(zi) + g(zi+1)

≤
∑
i

2
l(γ)

N

(
1

l(γi)

ˆ
γi

g +
1

l(γi+1)

ˆ
γi+1

gds

)
≤ 2

∑
i

2

ˆ
γi

gds

≤ 4

ˆ
γ

gds

If f is continuous then we have

|f(z1)− f(zn)| → |f(xγ)− f(yγ)|.

This show s that

M1,p(X) ∩ C(X) ↪→ N1,p(X)

is bounded. If we can show that M1,p(X) ∩ C(C) is dense in M1,p(X) then we are
done.

We claim that the Lipschitz Functions are dense in M1,p(X).

• Show that the Lipschitz functions are dense

• µ{g > λ} ≤ 1
λp
‖g‖Lp(X)

• µ{g ≤ λ 3 x, y

1.4.8

Proposition 1.4.7. Let f ∈ W 1,p(Ω) and 4B ⊂ Ω. Then for all x ∈ B we have

−
ˆ
B

|f(y)− f(x)|dy ≤ C

ˆ
4B

|∇f(z)|
|z − x|n−1

dz.

Remark 1.4.8. The integral on the righthand side above is not a singular integral.
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• Show that ˆ
B

1

|z − x|n−1
≈ rB

−
ˆ
B

−
ˆ
B

|f(y)− f(x)|dydx ≤ −
ˆ
B

C

ˆ
4B

|∇f(z)|
|z − x|n−1

dzdx

= C

ˆ
4B

|∇f(z)|−
ˆ
B

1

|z − x|n−1
dxdz

= CrB−
ˆ

4B

|∇f(z)|dz

This give the 1-Poincaré inequality:

Proposition 1.4.9. For f ∈ W 1,p(Ω), 4B ⊂ Ω and x ∈ B we have

(1.4.1) −
ˆ
B

−
ˆ
B

|f(x)− f(y)|dydx ≤ CrB−
ˆ

4B

|∇f(z)|dz

Remark 1.4.10. Using Hölder’s inequality on the right hand side we get the p-
Poincaré inequality which is weaker.
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1.5 Lecture 5

In this section we will compare for four different Sobolev spaces in the Metric Setting:

M1,p(X), N1,p(X), P 1,p(X), KS1,p(X)

1.5.1

The p-Poincaré Inequality is satisfied on a space (X, d, µ) if there exists some
λ ≥ 1 and some positive constant C such that for all f

−
ˆ
B

|f − fB|dµ ≤ CrB(−
ˆ
λB

|∇f |pdµ)1/p.

Let Ω ⊂ R2 be rectangle with a deleted center. Recall that balls are of the
form B ∩ Ω in this space. The λ is needed in this region to engulf the center.

1.5.2

Proposition 1.5.1. For X ⊂ Rn,

Sobolev =⇒ Haiwatch .

The trick is to consider a telescoping series of balls (binoculars) at two different
points.

Proposition 1.5.2. If X supports a p-Poincare Inequality for upper gradient pairs
and p > 1 we have

−
ˆ
|f − fB|dµ ≤ CrB(

ˆ
λB

|g|pdµ)1/p

then M1,p(X) = N1,p(X)

Suppose that µ(x, 2r) ≤ Cµ(B(x, r))

Remark 1.5.3. The property of asymptotic doubling measures are enough to
show the boundedness of Maximal functions.

lim
r→0

B(x, r)

B(x, 2r)
= C(x)

exists and is bounded for all x.
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Proof. Let f ∈ N1,p(X). Let E be the set of non-Lesbegue points (where the
Mean Values on balls don’t converge to the value at the point). By the Lebesgue
differentiation theorem µ(E) = 0.

Let x, y ∈ X \ E, let d = d(x, y) and define

Bi =

{
B(x, 2i−1d), i ≥ 0

B(y, 2id), i < 0
.

Notice that
lim
i→∞

fBi = f(x) and lim
i→−∞

fBi = f(y).

By a triangle inequality we have

|f(x)− f(y)| ≤ |
∞∑

i=−∞

|fBi − fBi+1
| = ∗

and since Bi, Bi+1 ⊂ 2Bi+1 we have

∗ ≤
∑
|fBi − f2Bi+1

|+ |f2Bi+1
− fBi+1

|

and

|fBi − fBi+1
| ≤

ˆ
Bi

|f − fBi+1
|dµ

gives us

∗ ≤ 2C
∞∑

i=−∞

ˆ
|f − f2Bi+1

|dµ

Remark 1.5.4. Keith-Zhang have proven for X a doubling space with a p Poincare
inequality that there exists some q ∈ (1, p) where X has a q Poincare inequality.
They require the metrix space to be complete.

|f(x)− f(y)| ≤ C
∞∑

i=−∞

r2Bi+1
(−
ˆ

2λBi+1

qqdµ)1/q

≤ C

(∑
i≥0

(21−idM(gq)(x)1/q +
∑
i<0

2i+1M(gq)(x)1/q

)
≤ Cd

(
M(gq)(x)1/q +M(g)(x)1/q

)
The Hajtase quotient is M(gq)1/q ∈ Lp(X)
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1.5.3

A topological space X is quasi-convex if for every x, y ∈ X there exist some path
γ with endpoints x and y such that l(γ) <∞ and

l(γ) ≤ Cd(x, y)

Remark 1.5.5. Observe that by the triangle inequality l(γ)Cd(x, y).

The domain enclosed by the Cardiod with the subspace metric and measure
in R2 is not quasi-convex since there are points arbitrarily close to each other whose
minimal path has a positive length.

1.5.4

Proposition 1.5.6. If X supports a p-Poincaré inequality for (f, g) pairs then X
is quasi-convex.

1.5.5

The P 1,p-space is the collection of f ∈ Lp(X) for which there exists a non-negative
g ∈ Lp(X) with the property that for all ball B ⊂ X we have

−
ˆ
B

|f − fB|dµ ≤ rB(

ˆ
λB

gpdµ)1/p

We call this space the (1, p) Poincaré space.

Remark 1.5.7. The space M1,p(X) requires

|f(x)− f(y)| ≤ d(x, y) [g(x) + g(y)] .

It does not have the property that if a function is contains along an open set that
“its derivative” g must be zero. We say that it fails to have strong locality .

The space N1,p(X) requires

|f(x)− f(y)| ≤
ˆ
γ

gds.

this space does have the strong locality property.

The space P 1,p(X) is somewhere in between. It has locality.



28 CHAPTER 1. SHANMUGALINGAM

1.5.6

Proposition 1.5.8. If X supports a p-Poincaré inequality then P 1,p(X) = N1,p(X)

Proof. We will prove that P 1,p(X) ⊂ N1,p(X) the other direction is left as an ex-
ercise. Let f ∈ P 1,p(X). After modifying on a set of measure zero we will get
something in the Newton-Sobolev space. We will be using that N1,p(X) is close to
a Banach space in the sense that there exists some fk → f which fk ∈ P 1,p(X).

Fix some ε > 0 we can find an ε-net which consists of a sequence of points
{xi}i∈I such that for all x ∈ X there exists some i ∈ I such that d(x, xi) < 2ε and
the balls Bj = B(xj, 2ε) have small overlap:∑

i

χ10Bi ≤ C.

Form a Lipschitz partition of unity subordinate to the cover. There are func-
tions ϕi which are C

ε
-Lipschitz where ϕi : X → [0, 1] have supp(ϕi) ⊂ 2Bi and∑

i

ϕi = 1.

We define
fε(x) =

∑
i

fBiϕi.

For each epslion the function is locally Lipschitz and the function

Liph(x) := lim sup
y→x,y 6=x

|h(x)− h(y)|
d(x, y)

is an uppergradient for h.

1. |fε − f | → 0 as ε→ 0.

2. {Lipfε}ε>0 is bounded in Lp(X).

3. Since p > 1, Lp is reflexive.

4. Look at a convex combination of the fε to

Remark 1.5.9. The spaces M1,p and N1,p are used in potential theory. The space
P 1,p is not used so much.



1.5. LECTURE 5 29

1.5.7

The Korevaar-Schoen Space KS1,p(X) consists of f ∈ Lp(X) such that

ˆ
X

(
−
ˆ
B(x,ε)

∣∣∣∣f(x)− f(y)

ε

∣∣∣∣p dµ(y)

)
dµ(x) <∞

The inside can be viewed as an integral average of the derivative or the integral
average of energy.

Remark 1.5.10. The above space is used (if one looks at the papers closely) in
Diffusion processes on Fractals. See papers by Kigami, Kumagai and Strichartz.

Observe that
ˆ
B(x,ε)

∣∣∣∣f(x)− f(y)

ε

∣∣∣∣p dµ(y) ≤ |f(x)− fB|p

εp
+

1

εp

ˆ
B

|f(y)− fB(x,ε)|pdµ(y)

by the triangle inequality.

• Show that all the spaces N1,p(X),M1,p(X), P 1,p(X), KS1,p(X) are the same if
X supports a Poincare inequality for upper gradient pairs.
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Chapter 2

Rafa

Introduction

These notes are intended as reading material for the series of lectures that will be
delivered by the author as part of the Unit 2: Analysis on metric spaces of the Doc-
Course IMUS 2011: Harmonic Analysis, Metric Spaces and Applications to P.D.E.s,
to be held in Seville, Spain, May 15 till July 15, 2011.

These notes provide a first step into some of the main techniques to develop
analysis on metric spaces and δ-hyperbolicity. Our lectures are intended for begin-
ning graduate students with a basic knowledge of real and complex analysis, measure
theory and functional analysis. Some of the topics developed in these notes have
been specifically chosen as basics for other courses included in the Unit 2 of this
summer school. Our course will be given in 7 sessions with the following contents:

• General measure theory and main covering theorems. Brief overview of most
fundamental elements from measure theory. We will describe and prove some
of the main covering theorems.

• Differentiation of Radon measures and Lebesgue differentiation. We will apply
the covering theorems to obtain results on differentiation of Radon measures
as well as Lebesgue differentiation results. We will see these results for Rn

with the n-dimensional Lebesgue measure as well as for more general measure
spaces. We will also consider the maximal Hardy-Littlewood operator, which
plays a very important role in Harmonic Analysis, to obtain these results.

• Hausdorff measures and elementary property of functions. We will revise some
of the basic results and definitions on Hausdorff measures and how they inter-
play with certain functions.

31
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• Lipschitz functions and Rademacher theorem. Here we will focus on Lips-
chitz functions and the very famous and important Rademacher theorem on
differentiation of Lipschitz functions.

• Linear maps, Jacobian and the area formula. The aim of this session will be
to reach to the area formula.

• Geodesic spaces and δ-hyperbolicity. We focus at this point on geodesic spaces
and the notion of geodesic space of uniform nonpositive curvature (so-called
CAT(0) spaces) and δ-hyperbolicity given by Gromov.

• Stability of geodesics. In our last section we continue with the study of geodesic
δ-hyperbolic spaces to finish with the result on stability of geodesic in these
spaces.

The material of this course can be found in many text books. Those used for these
notes were [?, ?, ?, ?, ?, ?, ?, ?]. There are many results which have been stated
as exercises and may be found in some of these books. Working these exercises will
help for a deeper and better understanding of the contents of this course.

2.1 General Measure Theory. A review.

2.1.1 Basic facts on measures

Let X denote a set and 2X the collection of its subsets.

Definition 2.1.1. A mapping µ : 2X → [0,∞] is called a measure on X if

1. µ(∅) = 0, and

2. µ(A) ≤
∑∞

k=1 µ(Ak) whenever A ⊆ ∪∞k=1Ak.

The above definition corresponds in many texts to the notion of outer measure.
Notice also that if µ is a measure on X and A ⊆ B ⊆ X then

µ(A) ≤ µ(B).

Given a measure µ on X there will be a special class of subsets of X with good
properties with respect to this measure, these are the µ-measurable sets.

Definition 2.1.2. A set A ⊆ X is µ-measurable if for each B ⊆ X,

µ(B) = µ(B ∩ A) + µ(B − A).
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Next we give some immediate properties.

Exercise 2.1.3. Let µ be a measure on X and A ⊆ X, then

1. If µ(A) = 0 then A is µ-measurable.

2. If A is µ-measurable and B ⊆ X, then

µ(A ∪B) = µ(A) + µ(B)− µ(A ∩B).

3. If A is µ-measurable then X \ A is µ-measurable.

Definition 2.1.4. Let X be a nonempty set, then M⊆ 2X is a σ-algebra on X if

1. ∅ ∈ M and X ∈M,

2. M is closed under countable unions, and

3. M is closed under taking complements in X.

After Proposition 2.1.3 the class of µ-measurable sets of X is a σ-algebra.

Definition 2.1.5. A subset A ⊆ X is σ-finite with respect to µ if A = ∪∞k=1Bk,
where Bk is µ-measurable and µ(Bk) <∞ for each k.

Definition 2.1.6. The Borel σ-algebra of a topological space X is the smallest σ-
algebra of X containing the open subsets of X.

Next we give some properties of sequences of measurable sets.

Exercise 2.1.7. Let {Ak}∞k=1 be a sequence of µ-measurable sets.

1. The sets ∪∞k=1Ak and ∩∞k=1Ak are µ-measurable.

2. If the sets {Ak}∞k=1 are disjoint then

µ (∪∞k=1Ak) =
∞∑
k=1

µ(Ak).

3. If the sequence is increasing with respect to the set inclusion, then

lim
k→∞

µ(Ak) = µ

(
∞⋃
k=1

Ak

)
.
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4. If the sequence is decreasing with respect to the set inclusion and µ(A1) <∞,
then

lim
k→∞

µ(Ak) = µ

(
∞⋂
k=1

Ak

)
.

The notions given next define different classes of measures which will be useful
given to their particular structural properties.

Definition 2.1.8. 1. A measure µ on X is regular if for each set A ⊆ X there
exists a µ-measurable set B such that A ⊆ B and µ(A) = µ(B).

2. A measure µ on a topological space is called Borel if every Borel set is µ-
measurable.

3. A measure µ on a topological space X is Borel regular if µ is Borel and for
each A ⊆ X there exists a Borel set B such that A ⊆ B and µ(A) = µ(B).

Theorem 2.1.9. Let µ be a Borel measure on a metric space X. Let B be a Borel
set. Then,

1. If µ(B) <∞ and ε > 0 then B contains a closed set C such that µ(B \C) < ε.

2. If B is contained in the union of countably many open sets Vi with µ(Vi) <∞
and given ε > 0, then B is contained in an open set W for which µ(W \B) < ε.

Exercise 2.1.10. Show that if µ is a Borel regular measure on a metric space and
A is a µ-measurable set with finite measure then there exist Borel sets B and D with

D ⊆ A ⊆ B and µ(B \D) = 0.

Theorem 2.1.11. If µ is a Borel regular measure on a metric space then Theorem
2.1.9 holds for any µ-measurable set.

Under regularity of the measure we have results as the next one.

Theorem 2.1.12. Let µ be a regular measure on X. If A1 ⊆ A2 ⊆ · · ·Ak ⊆
Ak+1 · · · , then

lim
k→∞

µ(Ak) = µ

(
∞⋃
k=1

Ak

)
,

where the considered sets are not supposed to be measurable.

A lot of work in measure theory is developed on a more restrictive class of
measures than that of Borel measures. We define it next.
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Definition 2.1.13. Suppose that µ is a measure on a proper topological space X.
We say that µ is a Radon measure if the following conditions hold:

1. Every compact set in X has finite measure.

2. Every open set is µ-measurable and if V ⊆ X is open then

µ(V ) = sup{µ(K) : K is compact and K ⊆ V }.

3. For every A ⊆ X,

µ(A) = inf{µ(V ) : V is open and A ⊆ V }.

Exercise 2.1.14. Radon measures on Rn are defined in [?] as measures µ which are
is Borel regular and such that µ(K) < ∞ for each compact set K ⊆ Rn. Then this
definition is shown to imply Definition 2.1.13. Find which properties from Rn are
used to obtain this result and state it in a more general context than Rn if possible.

The alternative definition of Radon measure given by the above exercise is
useful, for instance, to prove the next result.

Theorem 2.1.15. Let µ be a Borel regular measure on Rn. Suppose that A ⊆ X is
µ-measurable and µ(A) <∞. Then µ restricted to A (that is, µ|A(B) = µ(A ∩ B))
is a Radon measure.

Determining if a given measure is a Borel measure is not an easy task in
general. However, if the space X is a metric space then there is a tool to determine
whether a certain measure is Borel or not. Let X be a metric space and A,B ⊆ X
then we denote

dist(A,B) = inf{d(a, b) : a ∈ A, b ∈ B}.

Theorem 2.1.16 (Caratheodory criterion). Suppose µ is a measure on a metric
space X. All open subsets of X are µ-measurable if and only if

µ(A) + µ(B) ≤ µ(A ∪B)

holds whenever A,B ⊆ X with 0 < dist(A,B).

2.1.2 Lebesgue measure on R

The Lebesgue measure on R can be understood as an extension of the notion of
length of an interval and it is one of the most natural and useful non-trivial measures
we may think of.
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Definition 2.1.17. For A ⊆ R, the (one-dimensional) Lebesgue measure of A is
denoted by L1(A). Denoting I as a family of bounded open intervals, L1(A) is
defined by

inf

{∑
I∈I

length(I) : A ⊆
⋃
I∈I

I

}
.

It is easy to apply Caratheodory’s criterion to show that L1 is a Borel measure.

Theorem 2.1.18. The Lebesgue measure of the closed bounded interval [a, b] is
equal to b − a. Moreover, it can be shown that the Lebesgue measure is the only
translation-invariant measure on R giving measure 1 to the unit interval.

The next example is standard in the theory and shows that not every set is
L1-measurable.

Example 2.1.19. Let Q denote the rational numbers. Notice that for each a ∈ R
the set Xa defined by

Xa = {a+ q : q ∈ Q}
intersects the unit interval [0, 1]. If a1 − a2 is a rational number then Xa1 = Xa2

and also the converse is true. By axiom of choice there exists a set C such that

C ∩ [0, 1] ∩Xa

has exactly one element for every a ∈ R. Therefore the sets

C − q = {c− q : c ∈ C},

for q ∈ [0, 1] ∩ Q, must be pairwise disjoint. Since L1 is translation-invariant, all
sets C − q must measure the same and if one is measurable then all of them are.

Now, if t ∈ [0, 1] then there exists c ∈ [0, 1]∩Xt, that is, c = t+ q with q ∈ Q.
Equivalently, we can write q = c − t, so we see that −1 ≤ q ≤ 1 and t ∈ C − q.
Thus we have

[0, 1] ⊆
⋃

q∈[−1,1]∩Q

(C − q) ⊆ [−1, 2]

where the sets in the union are all pairwise disjoint.

If C is L1-measurable, then the above left-hand contention would tell us that
L1(C) > 0, while the right-hand term would tell us that L1(C) = 0. Therefore C
cannot be L1-measurable.

It can also be shown that if µ is a Borel regular measure on a complete,
separable metric space such that there are sets with positive and finite measure and
with the property that no singleton has positive measure, then there must exist a set
that is not µ-measurable (see [?, 2.2.4]). Finally, let us remark that the construction
of non-measurable sets requires the use of the axiom of choice.
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2.2 Integration

2.2.1 Measurable functions

We start with the definition of measurable function. Let X be a set and Y a
topological space. Assume µ is a measure on X.

Definition 2.2.1. A function f : X → Y is called µ-measurable if for each open
U ⊆ Y , f−1(U) is µ-measurable.

A function f is σ-finite with respect to µ if f is µ-measurable and {x : f(x) 6= 0}
is σ-finite with respect to µ.

Proposition 2.2.2 (Properties of measurable functions). 1. If f, g : X → R are
µ-measurable, then so are f+g, fg, |f |, min(f, g), and amx(f, g). The function
f/g is measurable provided g is not 0 on X.

2. If the functions fk : X → [−∞,∞] are µ-measurable (k = 1, 2, · · · ), then
infk≥1 fk, supk≥1 fk, lim infk→∞ fk, and lim supk→∞ fk are µ-measurable too.

Theorem 2.2.3. Let f : X → [0,∞] be µ-measurable. Then there exist µ-measurable
sets {Ak}∞k=1 in X such that

f =
∞∑
k=1

1

k
χAk .

Next we state two very important results in measure theory which gives regu-
larity properties of measurable functions.

Theorem 2.2.4 (Egorov’s theorem). Let µ be a measure on X and let f1, f2, · · ·
with values in a separable metric space, µ-measurable functions. If A ⊆ X with finite
measure, limn→∞ fn(x) = g(x) exists for µ-almost every x in A, and given ε > 0,
then there exists a µ-measurable set B with µ(A \ B) < ε such that fn converges
uniformly to g on B.

Theorem 2.2.5 (Lusin’s theorem). Let X be a metric space and µ a Borel regular
measure on X. If f with values on a separable metric space is µ-measurable, A ⊆ X
is µ-measurable with finite measure and ε > 0, then there exists a closed set C ⊆ A,
with µ(A \ C) < ε such that f is continuous on C.

2.2.2 Integrals and limit theorems

For a real function f we denote f+ = max(f, 0) and f− = max(−f, 0). Notice that
f = f+ − f−. Let µ be a measure on a set X. The following definitions may vary
depending of different textbooks.
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Definition 2.2.6. A function f : X → [−∞,∞] is called a simple function if the
image of f is countable.

Definition 2.2.7. If f is nonnegative, simple and µ-measurable, we define
ˆ
fdµ =

∑
0≤y≤∞

yµ(f−1{y}).

Definition 2.2.8. If f is simple µ-measurable and either

ˆ
f+dµ <∞ or

ˆ
f−dµ <

∞, then ˆ
fdµ =

ˆ
f+dµ−

ˆ
f−dµ.

Definition 2.2.9. If f : X → [−∞,∞] is µ-measurable then its integral with respect
to µ is defined as follows:

1. If f is nonnegative then

ˆ
fdµ = sup

{ˆ
hdµ : 0 ≤ h ≤ f, h simple, µ-measurable

}
.

2. In case at least one of

ˆ
f+dµ and

ˆ
f−dµ is finite, we set

ˆ
fdµ =

ˆ
f+dµ−

ˆ
f−dµ.

Definition 2.2.10. 1. To integrate f over a subset A of X, we multiply f by the
characteristic function of A, that is,

ˆ
A

fdµ =

ˆ
f · χAdµ.

2. The definition of

ˆ
fdµ extends to complex-values and Rn-valued functions by

separating f into real and imaginary parts or components, respectively.

3. If

ˆ
|f |dµ is finite the we say that f is µ-integrable.

The following basic facts hold for integration of nonnegative functions.

Theorem 2.2.11. Let µ be a measure on the nonempty set X. Suppose that
f, g : X → [0,∞] are µ-measurable.
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1. If A ⊆ X is µ-measurable and f(x) = 0 holds for µ-almost all x ∈ A, then
ˆ
A

fdµ = 0.

2. If A ⊆ X is µ-measurable and µ(A) = 0, then
ˆ
A

fdµ = 0.

3. If 0 ≤ c <∞, then ˆ
(c · f)dµ = d

ˆ
fdµ.

4. If f ≤ g, then ˆ
fdµ ≤

ˆ
gdµ.

5. If A ⊆ B ⊆ X are µ-measurable then
ˆ
A

fdµ ≤
ˆ
B

fdµ.

Lemma 2.2.12. Let µ be a measure on the nonempty set X. If f : X → [0,∞]
is µ-measurable and 0 ≤ h1 ≤ h2 ≤ · · · ≤ f is a sequence of simple, µ-integrable
functions with limn→∞ hn = f , then

lim
n→∞

ˆ
hndµ =

ˆ
fdµ.

Notice that from Theorem 2.2.3 such a sequence of simple functions always
exists. The next theorem follows as a consequence of the previous lemma and has
very strong consequences from a structural point of view.

Theorem 2.2.13. The µ-integrable functions form a vector space and the µ-integral
is a linear functional on the space of µ-integrable functions.

Next we state some of the most fundamental results in integration theory:
Fatou’s lemma and the monotone and dominated convergence theorems of Lebesgue.

Theorem 2.2.14. Let µ be a measure on the nonempty set X. Then,

Fatou’s lemma If f1, f2, · · · are nonnegative µ-measurable functions, then

lim inf
n→∞

ˆ
X

fndµ ≥
ˆ
X

lim inf
n→∞

fndµ.
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Lebesgue’s monotone convergence theorem If f1 ≤ f2 ≤ · · · are nonnegative
µ-measurable functions, then

lim
n→∞

ˆ
X

fndµ =

ˆ
X

lim
n→∞

fndµ.

Lebesgue’s dominated convergence theorem If f1, f2, · · · are complex-valued
µ-measurable functions that converge µ almost everywhere to f and such that
there exists a nonnegative µ-measurable function g such that

sup
n
|fn(x)| ≤ g(x) and

ˆ
X

gdµ <∞,

then

lim
n→∞

ˆ
X

|fn − f |dµ = 0 and lim
n→∞

ˆ
X

fndµ =

ˆ
X

fdµ.

Exercise 2.2.15. Let f and {fn} be µ-integrable real functions such that

lim
k→∞

ˆ
|fk − f |dµ = 0.

Then there exists a subsequence {fkj} such that

fkj → f

µ almost everywhere.

2.2.3 Lebesgue measure in Rn

We have already defined the Lebesgue measure on the real line. It is also possible to
define a similar measure which extends the notion of the volume of an n-dimensional
ball. One of the easiest way to construct such measures is following an inductive
procedure through products of 1-dimensional Lebesgue measures.

Let X and Y be sets.

Definition 2.2.16 (Product measure). Let µ be a measure on X and ν a measure
on Y . We define the measure µ× ν : 2X×Y → [0,∞] by setting for each S ⊆ X ×Y :

(µ× ν)(S) = inf

{
∞∑
i=1

µ(Ai)ν(Bi)

}
,

where the infimum is taken over all collections of µ-measurable sets Ai ⊆ X and
ν-measurable sets Bi ⊆ Y (i = 1, 2, · · · ) such that

S ⊆ ∪∞i=1(Ai ×Bi).

The measure µ× ν is called the product measure of µ and ν.
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Definition 2.2.17. The n-dimensional Lebesgue measure Ln on Rn is given, induc-
tively, by

Ln = Ln−1 × L = L1 × · · · × L1 (n times).

2.3 Covering theorems

Covering theorems are fundamental to obtain results on differentiation of integrals.
The main idea is to have certain tools which allow us to take a subcovering from a
certain covering which is as disjoint as possible. Usually these coverings are made
up of nice sets as, for instance, balls in a metric space. We will typically consider a
metric space with a measure µ, so, if F = {B} is a covering of a set A by balls, then

µ(A) ≤
∑
F

µ(B).

However what we would like to have is something like

µ(A) ≥ C
∑
F ′

µ(B)

for a certain a subcollection F ′ ⊆ F which still covers A and some positive constant
C which is independent from the covering and A. The variety of these results and
its different versions is large in the literature. We present next some of them.

Definition 2.3.1. 1. A collection F of closed balls in a metric space X is a cover
of A ⊆ X if

A ⊆
⋃
B∈F

B.

2. F is a fine cover of A if, in addition,

inf{diam B : x ∈ B,B ∈ F} = 0

for each x ∈ A.

3. The cover F is said to be of uniformly bounded diameter if

sup{diam (B) : B ∈ F} <∞.

Exercise 2.3.2. Show that any fine covering admits a uniformly bounded diameter
sub-covering.

We give first the Wiener covering lemma.
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Lemma 2.3.3 (Wiener’s lemma). Let K ⊆ X be a compact set with a cover-
ing F = {Bα}α∈A, Bα = B(cα, rα), by open balls. Then there is a subcollection
Bα1 , Bα2 , · · · , Bαn, consisting of pairwise disjoint balls, such that

m⋃
j=1

B(ccαj , 3rαj) ⊇ K.

Wiener’s lemma is the constructive version of the next result, which in many
textbooks is presented as the basic covering theorem. Remember that Zorn’s lemma
claims that if every chain in a nonempty partially ordered set has an upper bound,
then the partially ordered set has a maximal element, that is, an element which is
not strictly smaller than any other.

Theorem 2.3.4 (Basic covering theorem). Every family F of closed balls of uni-
formly bounded diameter in a metric space X contains a disjoint subfamily G such
that ⋃

B∈F

B ⊆
⋃
B∈G

5B,

where 5B stands for the ball of center the same as B and radius five times that of
B. Moreover, every ball B from F meets a ball B′ from G with radius at least half
that of B, so, in particular, B ⊆ 5B′.

Remark 2.3.5. In most applications the family G will be countable.

Exercise 2.3.6. Why do we enlarge balls by 3 in Wiener’s lemma and by 5 in the
basic covering theorem? Is the proof of the basic covering theorem working with a 3
instead than 5? How close can we get to 3?

Corollary 2.3.7. Assume that F is a fine cover of A by closed balls of uniformly
bounded diameter. Then there exists a family G of disjoint balls in F such that for
each finite subset {B1, · · · , Bm} ⊆ F , we have

A \
m⋃
k=1

Bk ⊆
⋃

B∈G\{B1,B2,··· ,Bm}

5B.

Corollary 2.3.8 (Vitali covering theorem). Let U ⊆ Rn be open, δ > 0. There
exists a countable collection G of disjoint closed balls in U such that diam B ≤ δ for
all B ∈ G and

Ln
(
U \

⋃
B∈G

B

)
= 0.

The same corollary can be obtained with basically the same proof in more
general contexts. Doubling space is a main notion in analysis on metric spaces.
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Definition 2.3.9 (Doubling space). A measure µ in a metric space is called dou-
bling if non-degenerate balls have finite and positive measure and there is a constant
C(µ) ≥ 1 such that

µ(2B) ≤ C(µ)µ(B)

for all balls B. The metric measure space (X,µ) is then called doubling.

The next result provides an useful characterization of doubling spaces.

Theorem 2.3.10. A measure µ with finite and positive values on non-degenerate
balls is doubling if and only if there exist constants C ′ > 0 and s such that

µ(B(x, r))

µ(B(y,R))
≥ C ′

( r
R

)s
for all x, y ∈ E and R ≥ r > 0 such that x ∈ B(y,R).

Theorem 2.3.11 (Vitali covering theorem in doubling spaces). Let A be a bounded
subset in a doubling metric measure space (X,µ) and let F be a fine collection of
closed balls centered at A. Then, there is a countable disjointed subfamily G of F
such that

µ

(
A \

⋃
B∈G

B

)
= 0.

Exercise 2.3.12. Show that the same result is true for A not necessarily bounded.

As we will see, Vitali’s covering theorem is very useful to study the Lebesgue
differentiability of locally integrable functions. However, if we want to study the
differentiability of Radon measures then we find the problem in the above covering
results that balls are enlarged by a factor. Enlarging balls should not be a problem
if the measure is doubling, but not all Radon measures are doubling. Next we state
the fundamental Besicovitch’s covering theorem where such enlargements are not
required.

Theorem 2.3.13 (Besicovitch covering theorem). There exists a constant Nn, de-
pending only on n, with the following property: if F is any collection of nondegen-
erate closed balls of uniformly bounded diameter in Rn and if A is the set of centers
of balls in F , then there exist G1,G2, · · · ,GNn ⊆ F such that each Gi is a countable
collection of disjoint balls in F and

A ⊆
Nn⋃
i=1

⋃
B∈G

B.
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This theorem is very particular of Rn and hard to extend to more general
context. However an extension to a more metric context can be found in [?, p. 7].

Corollary 2.3.14. Let µ be a Borel measure on Rn, and F any collection of non-
degenerate closed balls. Let A be the set of centers of the balls in F . Assume
µ(A) < ∞ and that F is a fine covering of A. Then for each open set U ⊆ Rn,
there exists a countable collection G of disjoint balls in F such that⋃

B∈G

B ⊆ U

and

µ

(
(A ∩ U) \

⋃
B∈G

B

)
= 0.

2.4 Differentiation of Radon measures

We start defining the notions of superior and inferior derivatives of Radon measures
in Rn. Let µ and ν be two Radon measures in Rn

Definition 2.4.1. For each point x ∈ Rn, define

Dµν(x) = lim sup
r→0

ν(B(x, r))

µ(B(x, r))
if µ(B(x, r)) > 0 for all r > 0,

or +∞ otherwise. And,

Dµν(x) = lim inf
r→0

ν(B(x, r))

µ(B(x, r))
if µ(B(x, r)) > 0 for all r > 0,

or +∞ otherwise.

Definition 2.4.2. If Dµν(x) = Dµν(x) < +∞, we say that ν is differentiable with
respect to µ at x and write

Dµν(x) = Dµν(x) = Dµν(x).

In this case, we say that Dµν is the derivative of ν with respect to µ. We also call
Dµν the density of ν with respect to µ.

The goal of differentiation of Radon measures is to determine when Dµν exists
and when ν can be recovered by integrating Dµν.

Lemma 2.4.3. For 0 < α <∞,
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1. A ⊆ {x ∈ Rn : Dµν(x) ≤ α} implies that ν(A) ≤ αµ(A),

2. A ⊆ {x ∈ Rn : Dµν(x) ≥ α} implies that ν(A) ≥ αµ(A).

Theorem 2.4.4. Let µ and ν be Radon measures on Rn. Then Dµν exists and is
finite µ almost everywhere. Moreover, Dµν is µ-measurable.

Next we present results on integration of derivatives and Lebesgue decompo-
sition.

Definition 2.4.5. Let ν and µ be two measures on a topological space X. Then the
measure ν is absolutely continuous with respect to µ, denoted by ν � µ, provided
that µ(A) = 0 implies that ν(A) = 0 for all A ⊆ X.

The measures ν and µ are mutually singular, denoted by ν ⊥ µ, if there exists
a Borel subset B ⊆ X such that

µ(X \B) = ν(B) = 0.

Theorem 2.4.6 (Radon-Nikodym theorem). Let ν, µ be Radon measures on Rn

with ν � µ. Then

ν(A) =

ˆ
A

Dµνdµ

for all µ-measurable sets A ⊆ Rn.

Theorem 2.4.7 (Lebesgue decomposition theorem). Let ν, µ be Radon measures
on Rn. Then,

1. Then ν = νac + νs, where νac, νs are Radon measures on Rn with

νac � µ and νs ⊥ µ.

2. Furthermore,

Dµν = Dµνac and Dµνs = 0 µ-almost everywhere,

and so,

ν(A) =

ˆ
A

Dµνdµ+ νs(A)

for each Borel set A ⊆ Rn.

Of course, there are far less restrictive versions of Radon-Nikodym theorem.
The next is one of them.
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Theorem 2.4.8 (General Radon-Nikodym theorem). If µ and ν are σ-finite mea-
sures on the same σ-algebra and ν is absolutely continuous with respect to µ, then
there exists a finite valued measurable function f on X such that

ν(E) =

ˆ
E

fdµ

for every measurable set E. The function f is unique.

2.5 Lebesgue differentiation theorem

2.5.1 Classical approach

Following [?, Sect. 1.7] we first show the Lebesgue differentiation theorem for Radon
measures on Rn.

Definition 2.5.1. The average of a function f over a set E with respect to a measure
µ is generically given by

fE =

 
E

fdµ =
1

µ(E)

ˆ
E

fdµ,

provided 0 < µ(E) <∞ and the integral on the right is defined.

Theorem 2.5.2 (Lebesgue-Besicovith differentiation theorem). Let µ be a Radon
measure on Rn and f ∈ L1

loc(Rn, µ). Then

lim
r→0

 
B(x,r)

fdµ = f(x)

for µ almost every x ∈ Rn.

Corollary 2.5.3. let µ be a Radon measure on Rn, 1 ≤ p <∞, and f ∈ Lploc(Rn, µ).
Then

lim
r→0

 
B(x,r)

|f − f(x)|pdµ = 0

for µ almost every x.

Definition 2.5.4 (Lebesgue point). A point x for which the above corollary holds
is called a Lebesgue point of f with respect to µ.

The above theorem can be strengthened if µ is the Lebesgue measure.
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Corollary 2.5.5. If f ∈ Lploc(Rn,Ln) for some 1 ≤ p <∞, then

lim
B↓{x}

 
B

|f − f(x)|dy = 0

for Ln almost everywhere, where the limit is taken over all closed balls B containing
x as diam B → 0.

Corollary 2.5.6. Let E be a Ln-measurable. Then almost every x ∈ E is a point
of density 1 for E, that is,

lim
r→0

Ln(B(x, r) ∩ E)

Ln(B(x, r))
= 1,

and almost every x ∈ Rn \ E is a point of density 0 for E, that is,

lim
r→0

Ln(B(x, r) ∩ E)

Ln(B(x, r))
= 0

for almost every x in Rn \ E.

The Lebesgue differentiation theorem stands in more general contexts ([?, p.
4]).

Theorem 2.5.7. Let f ∈ L1
loc(X,µ) where (X,µ) is a doubling Borel regular metric

measure space, then

lim
r→0

 
B(x,r)

fdµ = f(x)

for almost every x ∈ X.

2.5.2 Maximal operator approach

Another very interesting approach to the Lebesgue differentiation theorem is through
the Hardy-Littlewood maximal operator.

Definition 2.5.8 (Hardy-Littlewood maximal operator). Given two positive mea-
sures µ and ν on a metric space X, the maximal operator of the measure ν with
respect to µ is defined by

Mν(x) = sup
r>0

ν(B(x, r))

µ(B(x, r))

for all x in X.

The maximal operator is usually defined for locally integrable functions. See
the next definition for the Lebesgue measure on Rn.
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Definition 2.5.9. If f is a locally integrable function on Rn, then

Mf (x) = sup
r>0

1

Ln(B(x, r))

ˆ
B(x,r)

|f |dLn.

Some properties of the maximal operator for locally integrable functions are
given next.

Exercise 2.5.10. 1. M is not linear but it is sub-linear

M [f + g](x) ≤Mf(x) +Mg(x).

2. Mf is always nonnegative and it may be always identically equal to infinity.

3. Mf makes sense for any locally integrable function.

Theorem 2.5.11 (Weak (1-1)-estimate). Let µ be a doubling measure which support
coincides with the whole of X. Then there exists C > 0 (depending only on the
doubling constant of µ) such that

µ({x ∈ X : Mν(x) > λ}) ≤ C

λ
ν(X)

for all λ > 0.

Exercise 2.5.12. 1. Prove this result for the case when Mν ∈ L1(X,µ).

2. If X = Rn, µ = Ln determine the measure ν so Mν ∈ L1(X,µ).

From the weak (1-1) estimate it is possible to give a quite simple proof of the
Lebesgue differentiation theorem for doubling measures.

Theorem 2.5.13. Let X be a metric space, µ a doubling Borel regular measure on
X, and f ∈ L1

loc(X,µ). then we have

lim
r→0

 
B(x,r)

|f(y)− f(x)|dµ(y) = 0

for µ-almost every x ∈ X.

Exercise 2.5.14. Is the above result still working for f ∈ Lploc(X,µ) and

lim
r→0

 
B(x,r)

|f(y)− f(x)|pdµ(y) = 0

for µ-almost every x ∈ X.
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2.6 Hausdorff Measure

Hausdorff measure is the most relevant example of lower dimensional measures on
Rn. These measures are usually applied to measure the size of different sets and
constitute a fundamental tool in geometric measure theory.

2.6.1 Definition and main properties

Definition 2.6.1. Let X be a metric space. For s ≥ 0 let

α(s) =
πs/2

Γ( s
2

+ 1)
, where Γ(t) =

ˆ ∞
0

xt−1e−xdx.

If δ ∈ (0,+∞] and A ⊆ X, we define

Hs
δ(A) = inf

{
∞∑
j=1

α(s)

(
diam Cj

2

)s
: A ⊆ ∪∞i=1Ci, diam Ci ≤ δ

}
.

Finally, we define

Hs(A) = lim
δ→0
Hs
δ(A) = sup

δ>0
Hs
δ(A)

as the s-dimensional Hausdorff measure on X.

Remark 2.6.2. 1. Notice that the covering sets Ci in the definition of Hausdorff
measure can be assumed to be closed.

2. For s = 0 we obtain the counting measure, so these measures are not Radon
in general.

3. Observe that for B(x, r) the ball of an n-dimensional Euclidean space

Ln(B(x, r)) = α(n)rn

where Ln stands for the n-dimensional Lebesgue measure.

The Hausdorff measure is just a particular case of those measures obtained
through the Carethéodory construction. Under this construction a more general
case is considered and a family of measures is defined as follows:

φδ(A) = inf

{
∞∑
j=1

ξ(Cj) : A ⊆ ∪∞i=1Ci, {Ci} ⊆ F , diam Ci ≤ δ

}
.
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where F is a certain collection of subsets of X and ξ is a positive function defined
on F called the gauge of the measure. Then a limit measure is obtained by taking δ
going to 0. If F is the collection of balls in the definition of the Hausdorff measure
then we have the spherical Hausdorff measure

Theorem 2.6.3. Hs is a Borel regular measure for 0 ≤ s <∞.

Remark 2.6.4. Hs
δ is not Borel in general.

Exercise 2.6.5. Consider H1/2
1 on the real line and show that not every open set is

measurable for it.

There is another approach to Cartheodory’s construction due to Federer which
does not require the of a metric structure. More precisely, Φ(A) can be characterized
as the infimum of all numbers t with the property that for each open covering U of A
there exists a countable subfamily G of F such that each member of G is contained
in some member of U , G covers A and∑

S∈ G

ξ(S) < t.

Next we list some of the elementary properties of Hausdorff measures on Rn.

Exercise 2.6.6. 1. H1 = L1 on R.

2. Hs = 0 on Rn for all s > n.

3. Hs(λA) = λsHs(A) for all λ > 0 and A ⊆ Rn.

4. Hs(L(A)) = Hs(A) for each isometry L : Rn → Rn and A ⊆ Rn.

The notion of Hausdorff measure is related to the idea of dimensionality of a
set.

Lemma 2.6.7. Let A ⊆ X such that Hs
δ(A) = 0 for some 0 < δ < ∞ then

Hs(A) = 0.

Exercise 2.6.8. Show the case s = 0.

Lemma 2.6.9. Let A ⊆ X and 0 ≤ s < t <∞, then

1. If Hs(A) <∞ then Ht(A) = 0.

2. If Ht(A) > 0 then Hs(A) = +∞.

Definition 2.6.10. The Hausdorff dimension of a set A ⊆ X is defined to be

Hdim(A) = inf{s : Hs(A) = 0}.
Remark 2.6.11. It is very well-known that the Hausdorff dimension of a set does
not have to be an entire number. Fractal sets are typical examples of sets with no
entire dimension.
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2.6.2 Isodiametric inequality

Next thing we want to show is the isodiametric inequality for the n-dimensional
Legesgue measure Ln. Remember that Ln can be described as

Ln(A) = inf

{∑
i

Ln(Qi) : Qi are cubes and A ⊆ ∪Qi

}
.

We will need the Steiner symmetrization. For a, b ∈ Rn with ‖a‖ = 1 we
denote

Lab = {b+ ta : t ∈ R},
and

Pa = {x ∈ Rn : x · a = 0}.
Definition 2.6.12. Choose a ∈ Rn with ‖a‖ = 1 and let A ⊆ Rn. We define the
Steiner symmetrization of A with respect to the plane Pa to be the set

Sa(A) =
⋃

b∈Pa, A∩Lab 6=∅

{
b+ ta : |t| ≤ 1

2
H1(A ∩ Lab )

}
.

Lemma 2.6.13 (Properties of Steiner symmetrization). 1. diam Sa(A) ≤ diam A.

2. If A is Ln-measurable the so is Sa(A) and Ln(Sa(A)) = Ln(A).

Theorem 2.6.14 (Isodiametric inequality). For all A ⊆ Rn,

Ln(A) ≤ α(n)

(
diam A

2

)n
.

Finally we obtain the equality between the n-dimensional Hausdorff measure
and Ln.

Theorem 2.6.15. Hn = Ln on Rn.

2.6.3 Hausdorff measures and Lipschitz functions

Definition 2.6.16. Given two metric spaces X and Y , a mapping f : X → Y is
called Lipschitz if there exists a constant C such that

dY (f(x), f(y)) ≤ C · dX(x, y)

for all x, y ∈ X. The Lipschitz constant of such a mapping is defined as the lowest
of those constants C, that is,

Lip(f) = sup

{
dY (f(x), f(y))

dX(x, y)
: x, y ∈ X, x 6= y

}
.
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Theorem 2.6.17. If f : X → Y is Lipschitz, A ⊆ X, 0 ≤ s <∞, then

Hs(f(A)) ≤ (Lip(f))sHs(A).

Corollary 2.6.18. Suppose n > k. Let P : Rn → Rm be the orthogonal projection,
A ⊆ Rn, 0 ≤ s <∞. Then

Hs(P (A)) ≤ Hs(A).

For f : X → Y , A ⊆ X, the graph of f over A, G(f ;A), is given by

G(f ;A) = {(x, f(x)) : x ∈ A} ⊆ X × Y.

Theorem 2.6.19. Assume f : Rn → Rm and Ln(A) > 0. Then,

1. Hdim(G(f ;A)) ≥ n,

2. if f is Lipschitz, Hdim(G(f ;A)) = n.

2.7 Extension of Lipschitz mappings

2.7.1 The extension property

A very relevant property of Lipschitz mappings is that they can be extended as
Lipschitz mappings depending on the geometries of their domains and images. The
typical situation, for X and Y metric spaces, is a Lipschitz mapping f : D → Y
where D ⊆ X which we want to extend as a Lipschitz mapping to the whole of X.
That is, under which conditions of X and Y we can guarantee that for any such D
there exists f̃ : X → Y such that f̃ is Lipschitz and f̃(x) = f(x) for any x ∈ D.
Moreover, we wonder about the relation of Lip(f̃) and Lip(f). Maybe the most
well-known result of this kind if the McShane theorem.

Theorem 2.7.1 (McShane Theorem). Assume A ⊆ Rn and let f : A → Rm be
Lipschitz. There exists a Lipschitz function f̃ : Rn → Rm such that

1. f̃ = f on A.

2. Lip(f̃) ≤
√
mLip(f).

McShane finds many and important applications when working with spaces
of Lipschitz functions, however, there is still a very large and fruitful literature on
the subject of extending Lipschitz mappings. Many authors have studied conditions
which guarantee a bound of Lip(f̃) in terms of Lip(f) or, even, set conditions under
which it can be assured that Lip(f̃) = Lip(f).
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Definition 2.7.2. Let X be a metric space and D ⊆ X. Then X is said to have the
contraction extension property (E) if every Lipschitz mapping on D to X extends to
Lipschitz mapping on the whole of X with same Lipschitz constant.

This property has been studied by many authors. In particular, it is not hard
to see that property (E) is equivalent to M. D. Kirszbraun intersecting property.

Theorem 2.7.3. A metric space X has property (E) if and only if for any xi, yi ∈ X,
(i ∈ I), with ‖yi − yj‖ ≤ ‖xi − xj‖ for any i, j ∈ I, with ri > 0 for i ∈ I and the
family of closed balls {B(xi, ri) : i ∈ I} has a nonempty intersection then the same
holds for the family {B(yi, ri) : i ∈ I}.
Theorem 2.7.4 (Kirszbraun’s theorem). If X is a (real) Hilbert space then X has
property (E).

Exercise 2.7.5. Show that if E = Rn and F = Rm then it is the case that any
Lipschitz mapping f from a subset of E into F can be extended to E with the same
Lipschitz constant.

Example 2.7.6. The Kirszbraun theorem does not hold for Lipschitz maps between
finite-dimensional Banach spaces. Let E be R2 with the maximum norm and F
the same space with the Euclidean norm. Let A = {(−1, 1), (1,−1), (1, 1)} and let
f : A→ F be given by

f(−1, 1) = (−1, 0), f(1,−1) = (1, 0), f(1, 1) = (0,
√

3).

Then Lip(f) = 1 but f has no 1-Lipschitz extension to A ∪ {(0, 0)}.
Exercise 2.7.7. Show that there is no such an extension.

Hilbert spaces are not yet the only Banach spaces with property (E). Another
class of such spaces are spaces C(Ω) of continuous functions with Ω compact, Haus-
dorff and extremely disconnected as, for instance, L∞(I). These spaces are also
known in the literature as P1-spaces or injective spaces.

2.7.2 Injective spaces

Injective spaces have a metric counterpart which are called hyperconvex spaces in-
troduced by Aronszajn and Panitchpakdi.

Definition 2.7.8. A metric space X is called hyperconvex (or injective) if⋂
α∈A

B(xα, rα) 6= ∅

for any indexed class of closed balls {B(xα, rα) : α ∈ A} in X, satisfying the
condition d(xα, xβ) ≤ rα + rβ for all α and β in A.
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The injectivity condition has strong consequences by itself.

Exercise 2.7.9. Show that:

1. any injective metric space is complete,

2. if A is a subset of an injective space X then there exists x ∈ X such that

A ⊆ B

(
x,

diam (A)

2

)
.

Remark 2.7.10. Let X be a hyperconvex space, if A,B ⊆ X are hyperconvex then
A ∩B does not need to be hyperconvex.

Remark 2.7.11. If A is a hyperconvex subset of a linear space then A need not be
convex.

Injective spaces behave extraordinarily well with respect to the extension of
Lipschitz functions.

Theorem 2.7.12. A metric space M is injective if and only if whenever A is a
subspace of another metric space X and f : A → M is Lipschitz, then there is a
Lispschitz extension f̃ of f to the whole of X with same Lipschitz constant.

Corollary 2.7.13. Hyperconvex spaces are absolute nonexpansive retract. That is,
if M is hyperconvex and M ⊆ X then there exists a nonexpansive retraction from
X onto M .

2.7.3 Injective hull

The injectivity condition is a very restrictive one. In facet, the only injective Banach
spaces are the spaces of continuous functions on an extremely disconnected compact
Hausdorff space, as, for instance, L∞(I). It has been proved, however, by Isbell
[?] that any metric space admits an injective hull. The injective hull of a metric
space M is an injective metric space M̃ which contains an isometric copy of M and
which is isometric with a subspace of any hyperconvex metric space which contains
an isometric copy of M . Injective hulls are constructed as follows.

Let M be a metric space. For any x ∈ M define the positive real valued
function fx : M → [0,∞) by fx(y) = d(x, y). Then

Exercise 2.7.14.
d(x, y) ≤ fa(x) + fa(y)

and
fa(x) ≤ d(x, y) + fa(y)
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for any x, y, a ∈M . Moreover, if f : M → [0,∞) is such that d(x, y) ≤ f(x) + f(y)
for any x, y ∈M , and for some a ∈M is the case that f(x) ≤ fa(x) for all x ∈M ,
then f = fa.

Definition 2.7.15. Given M a metric space and A ⊆M , a function f : A→ [0,∞)
is extremal if

d(x, y) ≤ f(x) + f(y)

for all x, y ∈ A, and is pointwise minimal, that is, if g : A → [0,∞) is such that
d(x, y) ≤ g(x) + g(y) and g(x) ≤ f(x) for all x ∈ A then f = g.

Definition 2.7.16 (Isbell’s injective hull). If ε(A) stands for the set of all extremal
functions on A, then ε(A) with the supremum norm is the injective hull of A.

Exercise 2.7.17. Show that A can be isometrically embedded into ε(A).

We give next some properties of extremal functions.

Proposition 2.7.18. 1. If f ∈ ε(A) then f(x) ≤ d(x, y) + f(y) for all x, y in A.
Moreover,

f(x) = sup
y∈A
|f(y)− fx(y)| = d(f, e(x)).

2. For any f ∈ ε(A), δ > 0 and x ∈ A, there exists y ∈ A such that

f(x) + f(y) < d(x, y) + δ.

3. If A is compact, then ε(A) is compact.

4. If s is an extremal function on the metric space ε(A) then s◦ e, where e : A→
ε(A) is such that e(a) = fa, is extremal on A.

Theorem 2.7.19. For any metric space A its injective hull ε(A) is hyperconvex and
no proper subset of ε(A) which contains A is hyperconvex.

2.8 Rademacher theorem

Rademacher theorem is a fundamental result which assures that Lipschitz functions
are Ln-almost everywhere differentiable. Therefore in geometric measure theory
Lipschitz functions play the same role as differentiable functions play in elemen-
tary analysis. Versions of this result have recently been obtained in certain metric
structures under conditions involving that the space is doubling and p-Poincaré
inequality.
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Definition 2.8.1. A function f : A ⊆ R → R is absolutely continuous if for every
sequence of disjoint intervals (xk, yk) with

∑
|xk−yk| <∞ then

∑
|f(xk)−f(yk)| <

∞.

It is immediate to see that Lipschitz functions are absolutely continuous. The
following is a well-known result from real analysis.

Theorem 2.8.2. If f : R → R is absolutely continuous then it is L1-almost every-
where differentiable.

Definition 2.8.3. The function f : Rn → Rm is differentiable at x ∈ Rn if there
exists a linear mapping L : Rn → Rm such that

lim
y→x

|f(y)− f(x)− L(y − x)|
|x− y|

= 0.

Theorem 2.8.4 (Rademacher’s theorem). Let f : Rn → Rm be a locally Lipschitz
function. Then f is differentiable Ln-almost everywhere.

2.9 Linear maps and Jacobians. The area for-

mula.

2.9.1 Linear maps and Jacobians

In order to describe the area formula we need to recall some notions of basic linear
algebra. The goal is to be able to define the Jacobian of a map f : Rn → Rm.

Definition 2.9.1. We recall the following kinds of linear maps:

1. A linear map O : Rn → Rm is orthogonal if 〈Ox,Oy〉 = 〈x, y〉 for all x, y ∈ Rn

(rotations and symmetries).

2. A linear map S : Rn → Rm is symmetric if if 〈x, Sy〉 = 〈Sx, y〉 for all x, y ∈
Rn.

3. A linear map D : Rn → Rm is diagonal if there exists d1, · · · , dn ∈ R such that
Dx = (d1x1, · · · , cndn) for all x ∈ Rn.

4. Let A : Rn → Rm be linear. The adjoint of A is the linear map A∗ : Rm → Rn

defined by 〈x,A∗y〉 = 〈Ax, y〉 for all x ∈ Rn and y ∈ Rm.

The existence of the adjoint operator is not trivial, in fact, it requires of the
following representation result.
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Theorem 2.9.2 (Representation theorem). If L : Rn → R is a linear functional,
then there exists a unique w ∈ Rn so that L(x) = 〈x,w〉 for all x ∈ Rn.

Exercise 2.9.3. Show that the adjoint operator is well defined.

We describe next some properties from linear algebra.

Theorem 2.9.4. 1. A∗∗ = A.

2. (A ◦B)∗ = B∗ ◦ A∗.

3. O∗ = O−1 if O : Rn → Rn is orthogonal.

4. S∗ = S if S : Rn → Rn is symmetric.

5. If S : Rn → Rn is symmetric, there exists an orthogonal map O : Rn → Rn and
a diagonal map D : Rn → Rn such that

S = O ◦D ◦O−1.

6. O : Rn → Rm is orthogonal, then n ≤ m and O∗◦O = I on Rn, and O◦O∗ = I
on O(Rn).

Theorem 2.9.5 (Polar decomposition). Let L : Rn → Rm be a linear map. Then,

1. If n ≤ m, there exists a symmetric map S : Rn → Rn and an orthogonal map
O : Rn → Rm such that

L = O ◦ S.

2. If n ≥ m, there exists a symmetric map S : Rm → Rm and an orthogonal map
O : Rm → Rn such that

L = S ◦O∗.

Next we define the Jacobian of a linear map.

Definition 2.9.6. Assume L : Rn → Rm is a linear map. Then,

1. if n ≤ m, we write L = O ◦ S as above and define the Jacobian of L as

J(L) = |detS|,

2. if n ≥ m, we write L = S ◦ O∗ as above and define the Jacobian of L as well
as

J(L) = |detS|.
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The next result states that the Jacobian of a linear map is independent of the
representation.

Theorem 2.9.7. 1. If n ≤ m, then

J(L)2 = det(L∗ ◦ L),

2. if n ≥ m, then

J(L)2 = det(L ◦ L∗).

We introduce next some notation. If n ≤ m, then

Λ(m,n) = {λ : {1, · · · , n} → {1, · · · ,m} s. t. λ is increasing}.

Moreover, for λ ∈ Λ(m,n), we define Pλ : Rm → Rn by

Pλ(x1, · · · , xm) = (xλ(1), · · · , xλ(n)).

Notice that Pλ is a nonexpansive (Lipschitz contant 1) projection onto the subspace

Sλ = span{eλ(1), · · · , eλ(n)} ⊆ Rn.

The Binet-Cauchy formula gives a useful method to compute the Jacobian of
a linear map.

Theorem 2.9.8 (Binet-Cauchy formula). Assume n ≤ m and L : Rn → Rm in
linear. Then,

J(L)2 =
∑

λ∈Λ(m,n)

(det(Pλ ◦ L))2.

This formula can be regarded as a generalization of the Pythagorean theorem.

Next we define the Jacobian of a Lipschitz function. Let f : Rn → Rm be
Lipschitz. By Rademacher’s theorem, f is differentiable Ln a.e., and therefore Df(x)
exists and defines a linear mapping from Rn into Rm for Ln almost every x ∈ Rn.

Definition 2.9.9. The Jacobian of f af x is

Jf(x) = J(Df(x)).
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2.9.2 The area formula

In this subsection we always assume n ≤ m.

Lemma 2.9.10. Suppose L : Rn → Rm is linear. Then

Hn(L(A)) = J(L)Ln(A)

for all A ⊆ Rn.

Remark 2.9.11. Notice in the above statement that although Hn = Ln, this equality
must be understood only on Rn while L(A) ⊆ Rm.

Lemma 2.9.12. Let f : Rn → Rm be Lipschitz. Let A ⊆ Rn be Ln-measurable.
Then

1. f(A) is Hn-measurable,

2. the mappings that assigns y to H0(A∩ f−1{y}) is Hm-measurable on Rm and,

3. ˆ
Rm
H0(A ∩ f−1{y}) dHn ≤ (Lip(f))nLn(A).

Lemma 2.9.13. Let t > 0 and B = {x : Df(x) exists, Jf(x) > 0}. Then there is
a countable collection {Ek}∞k=1 of Borel subsets of Rn such that

1. B = ∪∞k=1Ek,

2. f |Ek is one-to-one (k = 1, 2, · · · ),

3. for each k = 1, 2, · · · there exists a symmetric automorphism Tk : Rn → Rn

such that
Lip((f |Ek) ◦ T−1

k ) ≤ t, Lip(Tk ◦ (f |Ek)−1) ≤ t,

and
t−n|detTk| ≤ Jf |Ek ≤ tn|detTk|.

Theorem 2.9.14 (Area formula). Let f : Rn → Rm be Lipschitz, with n ≤ m. Then
for each Ln-measurable subset A ⊆ Rn,

ˆ
A

Jf dx =

ˆ
Rm
H0(A ∩ f−1{y}) dHn(y).

Another important theorem is the next change of variable formula.
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Theorem 2.9.15 (Change of variables formula). Let f : Rn → Rm be Lipschitz,
with n ≤ m. Then for each Ln-summable function g : Rn → R,

ˆ
Rn
g(x)Jf(x) dx =

ˆ
Rn

 ∑
x∈f−1{y}

g(x)

 dHn(y).

Some consequences of the area formula are the next two ones.

Length of a curve (n = 1,m ≥ 1). Assume f : R → Rm is Lipschitz and
one-to-one. For −∞ < a < b <∞, consider the curve C = f([a, b]), then

H1(C) =

ˆ b

a

Jf dt.

Surface area of a graph (n ≥ 1,m = n + 1). (Contrast with Theorem
2.6.19.) Assume g : Rn → R is Lipschitz and define f : Rn → Rn+1 by f(x) =
(x, g(x)). Notice that Df is made of the identity matrix plus an extra row with the
gradient of g, so, by the Binet-Cauchy, formula we have that

(Jf)2 = 1 + (Jg)2.

Therefore, if U ⊆ Rn is an open set we can define the graph of g over U by

G = G(g;U) = {(x, g(x)) : x ∈ U} ⊆ Rn+1.

Then

Hn(G) = surface area of G =

ˆ
U

(1 + (Jg)2)1/2dx.
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2.10 Geodesic spaces of bounded curvature

In this section we will revise the notions of upper generalized curvature and δ-
hyperbolicity in geodesic spaces.

2.10.1 Basic notions and model spaces

Let (X, d) be a metric space. A geodesic path joining x ∈ X to y ∈ Y (or, more
briefly, a geodesic from x to y) is a map c : [0, l] ⊆ R → X such that c(0) = x,
c(l) = y, and d(c(t), c(t′)) = |t− t′| for all t, t′ ∈ [0, l]. In particular, c is an isometry
and d(x, y) = l. The image α of c is called a geodesic (or metric) segment joining x
and y. When it is unique this geodesic is denoted [x, y].

The space (X, d) is said to be a geodesic space (D-geodesic space) if every two
points of X (every two points of distance smaller than D) are joined by a geodesic,
and X is said to be uniquely geodesic (D-uniquely geodesic) if there is exactly one
geodesic joining x and y for each x, y ∈ X (for x, y ∈ X such that d(x, y) < D).

Exercise 2.10.1. Any normed space is geodesic. Usual lines are geodesics joining
each two points. Moreover, a normed space is uniquely geodesic if and only if it is
strictly convex (that is, if ‖u1‖ and ‖u2‖ are distinct vectors of normed one, then
‖(1− t)u1 + tu2‖ < 1 for t ∈ (0, 1)).

Some of the most fundamental examples of geodesic spaces are the model
spaces of constant curvature Mn

κ which will be introduced below. Notice that for
κ = 0 we are dealing with En the n-dimensional Euclidean space.

Let I ⊆ R be an interval. A map c : I → X is said to be a linearly reparametrized
geodesic or constant speed geodesic, if there exists a constant λ such that d(c(t), c(t′)) =
λ|t− t′|. A geodesic ray is a map c : [0,∞)→ X such that d(c(t), c(t′)) = |t− t′|. It
will be a geodesic line if its domain is the whole R.

Definition 2.10.2 (Convexity in geodesic spaces). Let Y ⊂ X, we denote by G1(Y )
the union of all geodesic segments in X with endpoints in Y . Then Y is said to be
convex if G1(Y ) = Y or, equivalently, if every pair of points x, y ∈ Y can be joined
by a geodesic in X and the image of any such geodesic is contained in Y . Y is said
to be D-convex if this condition holds for all points x, y ∈ Y with d(x, y) < D. For
n ≥ 2 we inductively define Gn(Y ) = G1(Gn−1(Y )); then

conv(Y ) = ∪∞n=1Gn(Y )

is the convex hull of Y .
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Definition 2.10.3 (Triangles). A geodesic triangle 4(x1, x2, x3) in a metric space
(X, d) consists of three points in X (the vertices of 4) and a geodesic segment
between each pair of vertices (the edges of 4). We will say that the triangle is
degenerate if all three vertices belong to a same geodesic.

2.10.2 Model spaces

Next we introduce the Model Spaces Mn
k , for a more detailed description of them

as well as for the proofs of results we state in this section the reader can check [?,
Chapter I.2]. To begin we need to describe the spaces En,Sn and Hn.

Let En stand for the metric space obtained by equipping the vector space Rn

with the metric associated to the norm arising from the Euclidean scalar product
(x|y) =

∑i=n
i=1 xiyi, where x = (x1, · · · , xn) and y = (y1, · · · , yn), i.e. Rn endowed

with the usual Euclidean distance. In this space we have the law of cosine:

a2 = b2 + c2 − 2bc cos γ,

where a, b, c are the sides of a triangle and γ the opposite angle to a.

The n-dimensional sphere Sn is the set {x = (x1, · · · , xn+1) ∈ Rn+1 : (x|x) =
1}, where (·, ·) denotes the Euclidean scalar product.

Proposition 2.10.4. Let d : Sn × Sn → R be the function that assigns to each pair
(A,B) ∈ Sn × Sn the unique real number d(A,B) ∈ [0, π] such that

cos d(A,B) = (A|B).

Then (Sn, d) is a metric space.

Geodesics in Sn coincide with sufficiently small arcs of great circles, i.e. inter-
sections of Sn with a 2-dimensional vector subspace of En+1. There is a natural way
to parameterize arcs of great circles with respect to arc length which will be useful
in this work: given a point A ∈ Sn, a unit vector u ∈ En+1 with (u|A) = 0 and a
number a ∈ [0, π], the path c : [0, a] → Sn given by c(t) = (cos t)A + (sin t)u is a
geodesic and any geodesic in Sn can be parameterized this way. The next proposition
summarizes some of the properties of the metric space (Sn, d).

Proposition 2.10.5. Let (Sn, d) be as above and A,B ∈ Sn, then:

(1) If d(A,B) < π then there is just one geodesic segment joining both points.

(2) If B 6= A then the initial vector u of this geodesic is the unit vector, with to
the Euclidean norm, in the direction of B − (A|B)A.
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(3) Balls of radius smaller than π/2 are convex sets.

Definition 2.10.6 (Spherical angle). The spherical angle between two geodesics
from a point of Sn, with initial vectors u and v, is the unique number α ∈ [0, π] such
that cosα = (u|v).

Given 4(A,B,C) a triangle in Sn, the vertex angle at C is defined to be
the spherical angle between the sides of 4 joining C to A and C to B. Then the
Spherical Law of Cosines can be described as follows:

Proposition 2.10.7. Let 4 be a spherical triangle with vertices A,B,C. Let a =
d(B,C), b = d(C,A) and c = d(A,B). Let γ denote the vertex angle at C. Then

cos c = cos a cos b+ sin a sin b cos γ.

Now, in order to introduce the Hyperbolic n-Space Hn, let En,1 denote the
vector space Rn+1 endowed with the symmetric bilinear form which associates to
vectors u = (u1, · · · , un) and v = (v1, · · · , vn) the real number 〈u|v〉 defined by

〈u|v〉 = −un+1vn+1 +
n∑
i=1

uivi.

Then the real hyperbolic n-space Hn is

{u ∈ En,1 : 〈u|u〉 = −1, un+1 ≥ 1}.

Proposition 2.10.8. Let d : Hn×Hn → R be the function that assigns to each pair
(A,B) ∈ Hn ×Hn the unique non-negative number d(A,B) such that

cosh d(A,B) = −〈A,B〉.

Then (Hn, d) is a uniquely geodesic metric space.

Some of the most relevant properties of these spaces are summarized next.

Proposition 2.10.9. Let (Hn, d) be as above and A,B ∈ Hn, then:

(1) If u is the unit vector, with respect to the bilinear form, in the direction B +
〈A|B〉A then the geodesic segment joining A and B and starting at A is given
by c(t) = (cosh t)A+ (sinh t)u.

(2) Balls are convex sets.
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(3) (Hyperbolic Law of Cosines) Under the same notation of Proposition 2.10.7,

cosh c = cosh a cosh b− sinh a sinh b cos γ,

where γ stands for the hyperbolic angle which can be defined in a similar way
to the spherical angle.

The Model Spaces Mn
k are defined as follows.

Definition 2.10.10. Given a real number k, we denote by Mn
k the following metric

spaces:

(1) if k = 0 then Mn
0 is the Euclidean space En;

(2) if k > 0 then Mn
k is obtained from the spherical space Sn by multiplying the

distance function by the constant 1/
√
k;

(3) if k < 0 then Mn
k is obtained from the hyperbolic space Hn by multiplying the

distance function by the constant 1/
√
−k.

Proposition 2.10.11. Mn
k is a geodesic metric space. If k ≤ 0 then Mn

k is uniquely
geodesic and all balls in Mn

k are convex. If k > 0 then there is a unique geodesic
segment joining x, y ∈ Mn

k if and only if d(x, y) < π/
√
k. If k > 0, closed balls in

Mn
k of radius smaller than π/2

√
k are convex.

2.10.3 CAT(κ)-spaces

Let (X, d) be a geodesic metric space. A comparison triangle for a geodesic triangle
4(x1, x2, x3) in (X, d) is a triangle 4(x̄1, x̄2, x̄3) in M2

k such that dM2
k
(x̄i, x̄j) =

d(xi, xj) for i, j ∈ {1, 2, 3}.

Proposition 2.10.12. If k ≤ 0 then such a comparison triangle always exists (and
is unique up to isometries) in M2

k . If k > 0 then such a triangle exists whenever
d(x1, x2) + d(x2, x3) + d(x3, x1) < 2Dk, where Dk = π/

√
k.

A geodesic triangle 4 in X is said to satisfy the CAT(κ) inequality if, given
4̄ a comparison triangle in M2

k for 4, for all x, y ∈ 4

d(x, y) ≤ dM2
k
(x̄, ȳ),

where x̄, ȳ ∈ 4̄ are the respective comparison points of x, y, i.e., if x ∈ [xi, xj] is
such that d(x, xi) = λd(xi, xj) and d(x, xj) = (1 − λ)d(xi, xj) then x̄ ∈ [x̄i, x̄j] is
such that d(x̄, x̄i) = λd(x̄i, x̄j) and d(x̄, x̄j) = (1− λ)d(x̄i, x̄j).
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Definition 2.10.13. If k ≤ 0, then X is called a CAT(k) space if X is a geodesic
space such that all of its geodesic triangles satisfy the CAT(k) inequality.

If k > 0, then X is called a CAT(k) space if X is Dk-geodesic and all geodesic
triangles in X of perimeter less than 2Dk satisfy the CAT(k) inequality.

Definition 2.10.14. An R-tree is a metric space T such that:

(1) it is a uniquely geodesic metric space;

(2) if x, y and z ∈ T are such that [y, x] ∩ [x, z] = {x}, then [y, x] ∪ [x, z] = [y, z].

Remark 2.10.15. Notice that all triangles in an R-tree are degenerate.

Exercise 2.10.16. Show that any R-tree is CAT(κ) for any real κ.

Next we define the notion of comparison angle.

Definition 2.10.17. Let p, q and r be three points in a metric space. We call
comparison angle between q and r at p, which will be denoted as ∠p(q, r), to the
interior angle of 4̄(p, q, r) ⊆ E2 at p̄.

2.10.4 Notion of angle

Given any two geodesics starting at a same point, it is possible to define their angle
at their initial common point. This is given by the notion of (Alexandrov) angle.

Definition 2.10.18. Let X be a metric space and let c : [0, a] → X and c′ :
[0, a′] → X be two geodesic paths with c(0) = c′(0). Given t ∈ (0, a] and t′ ∈
(0, a′], we consider the comparison triangle 4(c(0), c(t), c′(t′)) and the comparison
angle ∠c(0)(c(t), c

′(t′)) in E2. The (Alexandrov) angle or the upper angle between the
geodesic paths c and c′ is the number ∠(c, c′) ∈ [0, π] defined by:

∠(c, c′) = lim sup
t,t′→0+

∠c(0)(c(t), c
′(t′)).

The angle between the geodesic segments [p, x] and [p, y] will be denoted ∠p(x, y).

If the above limit exists then it is said that the angle exists in the strict sense.

Remark 2.10.19. The Alexandrov angle coincides with the spherical angle on Sn
and the hyperbolic angle on Hn.
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Remark 2.10.20. 1. The angle between c and c′ depends only on the germs of
these paths at 0, that is, if c′′ : [0, l]→ X is any geodesic path for which there
exists ε > 0 such that c′′|[0,ε] = c′[0,ε], then the angle between c and c′′ is the
same as that between c and c′.

2. The angle between the incoming and outgoing germs of a geodesic at any inte-
rior point along its image is π.

3. In a metric tree, the angle between two geodesic segments which have a common
endpoint is either 0 or π.

4. Consider (R2, d∞). For n > 1, the map that assigns (t, [t(1 − t)]n) to each t
defines a geodesic path on [0, 1/n]. These geodesics all issue from a common
point and their germs are pairwise disjoint but the angle between any two of
them is zero.

The last statement in the above remark shows that the notion of angle does
not define a metric on the set of geodesics starting from a same point. The next
proposition tells that instead we have a pseudometric.

Proposition 2.10.21. Let X be a metric space and let c, c′, c′′ be three geodesic
paths in X issuing from the same point. Then

∠(c′, c′′) ≤ ∠(c, c′) + ∠(c, c′′).

The other two axioms, symmetry and positivity, trivially hold.

Angles behave in a nice way if the metric space is a CAT(κ) space.

Proposition 2.10.22. Let X be a CAT(κ) space and let c : [0, a]→ X and c′ : [0, a′]toX
be two geodesic paths issuing from the same point c(0) = c′(0). Then the κ-
comparison angle ∠κ

c(0)(c(t), c
′(t)) is a non-decreasing function of both t, t′ ≥ 0 and

the Alexandrov angle ∠(c, c′) is equal to

lim
t,t′→0

∠κ
c(0)(c(t), c

′(t′)) = lim
t→0

∠κ
c(0)(c(t), c

′(t)).

2.10.5 Properties of CAT(κ) and CAT(0) spaces

Theorem 2.10.23. 1. If X is a CAT(κ) space, then it is a CAT(κ′) space for
every κ′ ≥ κ.

2. If X is a CAT(κ′) space for every κ′ > κ, then it is a CAT(κ) space.
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Some examples of CAT(0) spaces.

Proposition 2.10.24. If a normed real vector space V is CAT(κ) for some κ ∈ R,
then it is a pre-Hilbert space.

1. Convex subsets of Hilbert spaces.

2. R2 \ {(x, y) : x > 0, y > 0} endowed with the induced length metric.

3. Product of CAT(0) spaces.

We summarize next some of the properties of CAT(0) spaces which can be
found in [?, Chapter II] and will be needed in our work.

Proposition 2.10.25. Let (X, d) be a CAT(0) space, then the following properties
hold:

1. (X, d) is a uniquely geodesic space.

2. If ∆=∆(A,B,C) is a triangle in (X, d) and ∆̄ = ∆(Ā, B̄, C̄) is its Euclidean
comparison triangle, then for any vertex of ∆, let us say A,

γ = ∠A(B,C) ≤ ∠Ā(B̄, C̄).

3. (Law of cosines.) If γ is as above and a = d(B,C), b = d(A,C) and c =
d(A,B) then

a2 ≥ b2 + c2 − 2bc cos γ.

In particular, if γ ≥ π/2 then the largest side of ∆ is the opposite to γ.

4. The CN inequality of Bruhat and Tits. For all p, q, r ∈ X and all m ∈ X
with d(q,m) = d(r,m) =

d(q, r)

2
, one has:

d2(p, q) + d2(p, r) ≥ 2d2(m, p) + (1/2)d2(q, r).

Another important feature from CAT(0) spaces is the behavior of the metric
projection. This behavior resembles that of the same projections in Hilbert spaces.

Definition 2.10.26. Given a metric space X and a nonempty subset K of X, the
metric projection (or nearest point map) from X onto K is denoted as PK and
defined by

PK(x) = {y ∈ K : d(x, y) = dist(x,K)}
where dist(x,K) = infy∈K d(x, y).
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The next proposition, which summarizes the properties of the metric projection
onto closed and convex subsets of CAT(0) spaces, can be found in [?].

Theorem 2.10.27. Let X be a CAT(0) space, and let C be a convex subset which
is complete in the induced metric. Then

1. For every x ∈ X, there exists a unique point π(x) ∈ X such that d(x, π(x)) =
d(x,C) = infy∈C d(x, y).

2. If x′ belongs to the geodesic segment [x, π(x)] then π(x′) = π(x).

3. Given x /∈ C and y ∈ C, if y is different from π(x) then ∠π(x)(x, y) ≥ π/2.

4. The map π(x) is nonexpansive, that is, Lipschitz with constant 1.
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2.11 Gromov hyperbolicity

2.11.1 Gromov hyperbolicity

Next we introduce another notion of hyperbolicity given by Gromov. Again, the
idea of hyperbolicity will come next to the thinness of triangles. A convenient way
to introduce Gromov hyperbolicity is via the idea Gromov product.

Definition 2.11.1. Let X be a metric space. Fix a base point 0 ∈ X. Then, for
x, y ∈ X, the Gromov product of x and y with respect to 0 is given by

(x|y)0 =
1

2
(d(x, 0) + d(y, 0)− d(x, y))

The Gromov product, thanks to the triangle inequality, is always positive.
Moreover, if X is a geodesic space, then (x|y)0 measures how close the triangle
4(x, y, 0) is from being a degenerate triangle. The next lemma gives a geometric
interpretation of this product.

Lemma 2.11.2. Let X be a geodesic space and 4(x, y, z) a triangle in X. There is
a unique collection of points u ∈ [y, z], w ∈ [x, y] and v ∈ [x, z] such that d(x, v) =
d(x,w) = a, d(y, u) = d(y, w) = b and d(z, v) = d(z, u) = c. Moreover,

a = (y|z)x, b = (x|z)y, c = (x|y)z.

The points u,w and v are called equiradial points.

Definition 2.11.3 (Gromov hyperbolicity). A geodesic metric space is called δ-
hyperbolic, δ ≥ 0, if for any 4(x, y, z) ⊆ X the following holds: If y′ ∈ [x, y],
z′ ∈ [x, z] are points with d(x, y′) = d(x, z′) ≤ (y|z)x, then d(x′, z′) ≤ δ. The space
is (Gromov) hyperbolic if it is δ-hyperbolic for some δ ≥ 0.

An equivalent definition of hyperbolicity is directly through the idea of thinness
of triangles.

Definition 2.11.4. A geodesic space X is said to be hyperbolic if any side of any
triangle lies in the δ-neighborhood of the two other sides.

Remark 2.11.5. Notice that the above definition is interesting only if the sides of
the triangle are large with respect to δ.

Proposition 2.11.6. 1. In a δ-hyperbolic space any side of any triangle lies in
the δ-neighborhood of the two other sides.

2. R-trees are 0-hyperbolic spaces.
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3. CAT(κ) spaces, with κ < 0, are δ-hyperbolic with δ only depending on κ.

4. Bounded geodesic spaces are trivially hyperbolic for a large enough δ. There-
fore, this notion is relevant only if δ is small with respect to the diameter.

The next lemma is a ver useful extension of the idea of hyperbolicity of a
triangle to taken to an n-gon.

Lemma 2.11.7. Let x1, · · · , xn be an n-gon with n ≤ 2k + 1 for some k ∈ N, then
every side is contained in the kδ-neighborhood of the union of the other sides.

2.11.2 Stability of geodesics

Geodesic is a fundamental notion in all this theory, the idea now is to show that
they are stable in hyperbolic spaces. This means that we wish to enlarge the class of
geodesic mappings to a new collection of mappings, so-called quasi-geodesics, which
remain at a uniformly bounded distance to a geodesic.

Definition 2.11.8. Let X and Y be two metric spaces and f : X → Y , then:

1. f is bilipschitz if

1

a
d(x, y) ≤ d(f(x), f(y)) ≤ ad(x, y)

for some a ≥ 1.

2. A subset A of Y is a net if the distances of all points y ∈ Y to A are uniformly
bounded.

3. f is quasi-isometric if there are a ≥ 1 and b ≥ 0 such that

1

a
d(x, y)− b ≤ d(f(x), f(y)) ≤ ad(x, y) + b,

that is, f behaves as a bilipschitz map on large distances.

4. If a quasi-isometric mapping f is such that f(X) is a net in Y then f is said
to be a quasi-isometry and the spaces X and Y are said quasi-isometric.

5. A quasi-geodesic in X in a quasi-isometric map defined on a real interval.

In a general metric space a quasi-geodesic can be very far from a geodesic.
Just consider in the Euclidean plane γ(t) = (t(cos(ln t)), sin(ln t)), then |γ(t)| = |t|
and |γ′(t)| =

√
2 for all t > 1 we have that

1√
2
d(γ(t), γ(t′)) ≤ |t− t′| ≤ d(γ(t), γ(t′)).
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Definition 2.11.9. An a-path, a > 0, in a metric space is a finite or infinite
sequence of points {xi} with d(xi, xi+1) ≤ a for each i.

The next lemma shows that paths avoiding balls in a hyperbolic space must
have a somehow exponentially large length with respect to the radius.

Lemma 2.11.10. Assume that an a-path f : {1, · · · , N} → X in a geodesic δ-
hyperbolic space, δ > 0, lies outside of the ball B(x, r) centered at some point x ∈
[f(1), f(N)]. Then

N ≥ c · 2r/δ

for some constant c > 0 depending only on a and δ.

Next we state the result on stability of quasi-geodesics.

Theorem 2.11.11. Let X be a δ-hyperbolic geodesic space and a ≥ 1, b ≥ 0. Then
there exists h = h(a, b, δ) > 0 such that for every N ∈ N the image im(f) of every
(a, b)-quasi-isometric map f : {1, · · · , N} → X lies in the h-neighborhood of any
geodesic c : [0, l] → X with c(0) = f(1), c(l) = f(N), and vice versa, c lies in the
h-neighborhood of im(f). As a consequence we have that if a geodesic space X is
quasi-isomorphic to a hyperbolic geodesic space Y , then X is also hyperbolic.
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Chapter 3

Zhong

Poincaré inequality, Muckenhoupt Weights and Related Topics Xiao Zhong

3.1 Lecture One. Poincaré inequalities.

Let 1 ≤ p <∞. The p-Poincaré inequality

(3.1.1)

ˆ
B

|u− uB|pdx ≤ C(n, p)rp
ˆ
B

|∇u|pdx, ∀u ∈ C1(B), ∀B ⊂ Rn.

Notation 3.1.1. • B = B(x0, r) ⊂ Rn

• λB = B(x0, λ), ∀λ > 0

• ∇u(x) = (∂x1u(x), . . . , ∂xnu(x)), x = (x1, . . . , xn) ∈ Rn

•
uB =

1

|B|

ˆ
B

u(y)dy = −
ˆ
B

u(y)dy

Definition 3.1.1. A measure µ on Rn is called p-admissible, 1 ≤ p <∞ if

1. µ is doubling i.e. ∃Cµ > 0 s.t. µ(2B) ≤ Cµµ(B) ∀B ⊂ Rn

2. it admits a weak p-Poincaré inequality i.e. ∃C > 0 and λ ≥ 1 s.t.

(3.1.2) −
ˆ
B

|u− uB|dx ≤ Cr

(
−
ˆ
λB

|∇u|pdx
) 1

p

, ∀u ∈ C1(B), ∀B ⊂ Rn

where uB = 1
µ(B)

´
B
udµ

73
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Remark 3.1.2. p-admissible ⇒ q-admissible, q ≥ p.

Notation 3.1.2. Weight, w ≥ 0, w ∈ L1
loc, dµ = wdx

µ(E) =

ˆ
E

w(x)dx = w(E)

Open problem 3.1.1. If µ is 1-admissible Radon measure, is it absolutely contin-
uous with respect to Lebesgue measure?

Recall the Muckenhoupt Ap weights

sup
B⊂Rn

−
ˆ
B

wdx
(
w

1
1−pdx

)p−1

≤ C, p > 1

−
ˆ
B

wdx ≤ C ess inf
B

w, p = 1

Theorem 3.1.3 (Muckenhoupt and Wheeden 74’). 1 ≤ p <∞. w ∈ Ap =⇒ w is
p-admissible.

Proof of 3.1.1. Fix B = B(x0, r) ⊂ Rn. We will show the following inequality

(3.1.3) |u(x)− uB| ≤ c(n)rn
ˆ
B

|∇u(y)|
|y − x|n−1

≤ c(n)rM(|∇u|χB), ∀x ∈ B

from which (3.1.1) follows. Fix x ∈ B. Then ∀y ∈ B

|u(x)−u(y)| =

∣∣∣∣∣∣
1ˆ

0

d

dt
u(ty + (1− t)x︸ ︷︷ ︸

z

)dt

∣∣∣∣∣∣ =

∣∣∣∣∣∣
1ˆ

0

∇u(z) · (y − x)dt

∣∣∣∣∣∣ ≤
1ˆ

0

|∇u(z)||y−x|dt.

Therefore ˆ
B

|u(x)− u(y)|dy ≤
ˆ
B

1ˆ

0

|∇u(z)||y − x|dt dy.

By introducing the change of variables z = x+ t(y − x), z0 = x0 + t(y − x0) we get

ˆ
B

|u(x)−u(y)|dy ≤
ˆ
B(z0,tr)

1ˆ

0

|∇u(z)| |y − x|
t

1

tn
dt dy ≤

ˆ
B

|∇u(z)||z−x|
1ˆ

|z−x|
2r

1

tn+1
dt dz

and using
1ˆ

|z−x|
2r

1

tn+1
dt ≤ c(n)

rn

|z − x|n
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we obtain

(3.1.4)

ˆ
B

|u(x)− u(y)|dy ≤ rn
ˆ
B

|∇u(y)|
|y − x|n−1

dy.

Denote g(x) = |∇u(x)|χB(x), then

ˆ
B

|∇u(y)|
|y − x|n−1

dy ≤
ˆ
B(x,2r)

g(y)

|y − x|n−1
dy

≤
∑
i≥0

ˆ
B(x,2−i+1r)\B(x,2−ir)

g(y)

|y − x|n−1
dy

≤
∑
i≥0

c(n)2i(n−1)r1−n
ˆ
B(x,2−i+1r)

g(y)dy

=
∑
i≥0

c(n)2−ir−
ˆ
B(x,2−i+1r)

g(y)dy ≤ rM(g)(x).

(3.1.5)

Combining (3.1.4) and (3.1.5) and recalling the definition of g we obtain (3.1.3).

Theorem 3.1.4. n = 1, 1 ≤ p < ∞. Then µ is p-admissible ⇐⇒ dµ = wdx,
w ∈ Ap.

Proof. Exercise.
Hint: ∀f ∈ C∞0 (R) define

u(x) =

xˆ

−∞

f(t)χI(t)dx

and use Poincaré inequality for u(x).

3.2 Lecture Two

Recall the Weighted Poincaré Inequality which states that for all balls B and
all u ∈ C1(B) we have

(3.2.1) −
ˆ
B

|u− uB|dµ ≤ C(−
ˆ
λB

|∇u|pdµ)1/p

where

uB :=
1

µ(B)

ˆ
B

u(y)dµ(y).

Theorem 3.2.1. Let n ≥ 2, δ > −n. Then w(x) = |x|δ is 1-admissible.
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Notation 3.2.1. • Df is the Jacobian matrix

• (Df(x))ij = (∂xjf
i(x)) for f = (f 1, . . . , fn)

• Jf (x) = det(Df(x)) is the Jacobian determinant.

Theorem 3.2.2. If n ≥ 2 and p ∈ [1, n) then Jf(x)1−p/n is p-admissible whenever
f is quasi-conformal

Definition 3.2.3. For K ≥ 1 a map f : Rn → Rn is K-quasi-conformal if

• f homeomorphism

• f ∈ W 1,n
loc (Rn,Rn)

• |Df(x)|n ≤ KJf (x) for almost every x ∈ Rn.

Remark 3.2.4. Idea is that the image of the ball B under f q.c. is an ellipsoid where
the diameter of f(B) is comparable to B.

Proposition 3.2.5. If f is K quasi-conformal then

1. Jf (x) ∈ A∞

2. log Jf (x) ∈ BMO

We will prove Theorem 3.2.1 given Theorem 3.2.2.

Proof of Theorem 3.2.1. 1. −n < δ ≤ 0 is OK

2. for δ > 0 let f(x) = |x|γ−1x, γ > 0, then f is K-q.c. with K = K(γ, n) ≥ 1
and

Jf (x)1−1/n ≈ |x|(γ−1)n(n−1)/n = |x|δ

is one-admissible by Theorem 3.2.2.

Proof of Theorem 3.2.2. We want to show for all u ∈ C1(B) and some γ > 0,

−
ˆ
B

|u− γ|pJf (x)1−p/ndx ≤ crp
(
−
ˆ
|∇u|pJf (x)1−p/ndx

)
.

Then from that and the fact that Jf (x)1−p/n ∈ A∞ is doubling the theorem will
follow. Let f : B → f(B) and set g = f−1, and we define a new function
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v(y) = u(g(y)).

Then

∇v(y) = Dg(y)T∇u(g(y))

ˆ
f(B)

|∇v(y)|pdy ≤
ˆ
f(B)

|∇u(g(y))|p|D(g(y))|pdy

≤ c

ˆ
f(B)

|∇u(g(y))|pJg(y)p/n−1Jg(y)dy

= c

ˆ
f(B)

|∇u(g(y))|p(Jf (g(y))1−p/n)Jg(y)dy

= c

ˆ
B

|∇u(x)|pJf (x)1−p/ndy

note that

|Df(x)|n ≤ KJf (x) =⇒ |Dg(x)|n ≤ Kn−1Jg(x)

and the last line is change of variables x = g(y).

For the left hand side we use Hölder inequality to get an estimate from above
by

(
−
ˆ
B

|u− γ|pn/(n−p)Jf (x)dx

)(n−p)/n

|B|p/n ≤ c

(ˆ
f(B)

|v(y)− γ|p∗dy
)(n−p)/n

rp

where p∗ = np/(n− p). If we can show(ˆ
f(B)

|v(y)− vf(B)|p
∗
dy

)1/p∗

≤ c

(ˆ
f(B)

|∇v(y)|pdy
)1/p

then we are done taking γ = vf(B) (exercise).

Exercise 3.2.6. Let

A = {(x, y) : xy ≥ 0}

and let Ω = A ∩B(0, r) ⊂ R2. Show that the p-Poincaré inequality holds on this

domain. That is ∃C = C(ρ, θ) > 0 such that −́
Ω
|u− uΩ|dx ≤ Cr

(
−́

Ω
|∇u|pdx

)1/p
for

all u in Lip Ω if and only if p > 2.
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Hint: Instead of using a straight path between two points use a path which
consists of to segments connected at the origin.

Theorem 3.2.7 (David and Semmes 1990). Let n ≥ 2. Suppose that w ∈ SA∞
then w1−p/n is p-admissible for p ∈ [1, n)

Definition 3.2.8. We say that w ∈ SA∞ if w is doubling and for all x, y ∈ Rn

Dw(x, y) =

(ˆ
Bx,yw(z)dz

)1/n

≈ d(x, y)

where Bx,y is the smallest ball containing x and y and d is a metric which is com-
parable to the normal distance.

Bx,y = B((x+ y)/2, |x− y|/2).

Proposition 3.2.9. • If w ∈ SA∞ then w ∈ A∞

• If w ∈ A1 then w ∈ SA∞

• Jf ∈ SA∞ for f q.c.

One way is easy and the other is not and you need to use the maximal function
property of Ap weights.
Hint: consider

d(x, y) = inf
T

T̂

0

w(γ(t))1/ndt

with γ(0) = x, γ(T ) = y.

Remark 3.2.10. There is a converse question one can ask: given a SA∞ weight is it
comparable to a quasi-conformal map.

Quasiconformal Jacobian Problem Characterize weights which are comparable
to the Jacobian of a qc map.

Proposition 3.2.11 (Laakso et al 2002). There exist SA∞ weights which are not
comparable to the Jacobian of any f which is q.c.

Proposition 3.2.12 (Bishop 2007). There exists w ∈ A1 with the same property.

Proposition 3.2.13 (Bank, Heinonen and Saksman 2008). Let w(x) = enu(x). Then
w(x) ≈ Jf (x) if

u(x) = −
ˆ
Rn

log |x− y|dµ(x)

with ‖µ‖ < Cn small.
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3.3 Lecture Three. Poncaré =⇒ Sobolev-Poncaré.

We start with an exercise

Exercise 3.3.1. Let µ be a doubling measure in Rn. Then show that for all A ⊂ Rn

with x ∈ A and 0 < r < diam(A) we have

µ(B(x, r))

µ(A)
≥ 2−s

(
r

diam(A)

)s
where s = log2Cµ and Cµ is the doubling constant.

The following theorem is an improvement of the Poincaré inequality from the
left hand side:

Theorem 3.3.2 (Hajtasz-Koskela, 1995). Suppose that µ is a doubling measure in
Rn, B0 = B(x0, r0) ⊂ Rn, and u : B0 → Rn Lipschitz in B0 such that for every B
with λB ⊂ B0 we have

(3.3.1) −
ˆ
B

|u− uB| ≤ crB

(
−
ˆ
λB

|∇u|pdµ
)1/p

where p ∈ (0, s), c > 0 and λ ≥ 1. Then for every q < ps/(s− p)

(3.3.2)

(
−
ˆ
B0

|u− uB0 |qdµ
)1/q

≤ C ′r0

(
−
ˆ
B0

|∇u|pdµ
)1/p

where C ′ = C ′(n, p, q, λ, c) > 0

Remark 3.3.3. When number on the RHS is bigger then p we call it a Sobolev-
Poincaré inequality.

Proof. Strategy is to apply our given inequality infinitely many times for a certain
sequence of balls.

(Take λ = 2 for convenience) Assume uB0 = 0. Fix t > 0 and consider the
level set at t

At = {y ∈ B0 : |u(y)| > t}

and take a point x ∈ At. Consider the family of balls

B((1− t)x0 + tx, 2−ir0) = Bi

with t = 2−ir0/|x− x0|, ri ∼ 2−ir0 (some homotopy to a ball centered at x which is
shrinking in radius.
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By Lebesgue differentiation theorem

−u(x) =
∑
i≥0

(uBi − uBi+1
)

which implies

t < | − u(x)| ≤
∑
i≥0

|uBi − uBi+1
|

≤
∑
i≥0

|uBi − uBi∩Bi+1
|+ |uBi∩Bi+1

− uBi+1
|.

Next, ∑
i≥0

|uBi − uBi∩Bi+1
|

≤
∑
i≥0

1

µ(Bi ∩Bi+1)

ˆ
Bi∩Bi+1

|u− uBi |dµ

≤
∑
i≥0

c−
ˆ
Bi

|u− uBi|dµ

≤
∑
i≥0

ri

(
−
ˆ
λBi

|∇u|pdµ
)

where the second inequality is obtained using the doubling property of µ and the
last one by the application of (3.3.1).

On the other hand, ∀ε > 0 ∃C(ε) such that we can write

1 ≥ C(ε)
∑
i≥0

(ri/r0)ε

which gives some i ∈ N such that

t(ri/r0)ε ≤ cri

(
−
ˆ
λBi

|∇u|pdµ
)1/p

and therefore

t ≤ c(ri/r0)1−εr0

(
−
ˆ
λBi

|∇u|pdµ
)1/p

≤ c(µ(Bi)/µ(B0))(1−ε)/sr0

(
−
ˆ
λBi

|∇u|pdµ
)1/p

.
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Rearranging we get

(3.3.3) tpµ(λBi)
1−(1−ε)p/s ≤ crp0

µ(B0)(1−ε)p/s

ˆ
λBi

|∇u|pdµ

so for each x we find an i so that the above is true. Next, we choose a ball Bx

centered at x which covers the whole λBi. Thus we obtain a covering {Bx} and by
covering lemma we can choose a subcover {5B} such that the balls B are disjoint.
Therefore

tpµ(At)
1−(1−ε)p/s ≤ crp0

µ(B0)(1−ε)p/s

ˆ
B0

|∇u|pdµ

Using the Layer Cake formula we obtain the desired result.

Open ended property of p-admissible weights We now want to improve the
right hand side from going from p to p− ε.

Theorem 3.3.4 (Keith-Zhong, 2008). Suppose w is p-admissible for p > 1. Then
there exists an ε > 0 such that w is (p− ε)-admissible.

To prove this theorem we recall Muckenhoupt Ap-weights.

We are going to use cubes with sides parallel to the axes in our maximal
function.

Mf(x) := sup
Q3x
−
ˆ
Q

|f(y)|dy

Theorem 3.3.5. We have

(3.3.4)

ˆ
Rn
Mf(x)pw(x)dx ≤ c

ˆ
Rn
|f(x)|pw(x)dx

if and only if
w ∈ Ap

recall that we say w ∈ Ap when

sup
Q
−
ˆ
Q

wdx

(
−
ˆ
Q

w−1/(1−p)dx

)p−1

≤ K <∞, p > 1

−
ˆ
Q

wdx ≤ K inf
Q
w, p = 1



82 CHAPTER 3. ZHONG

Theorem 3.3.6 (Keith-Zhong, 2009). Let w ∈ Ap, p > 1. Then ∀δ > 1 ∃N0 =
N0(δ, p, n,K) > 0 such that ∀N ≥ N0, ∀λ > 0, ∀f ∈ C∞0 (Rn) we have

(3.3.5) w(Ωλ) ≤ δNpw(ΩNλ) +N2pw
(
{x ∈ Rn : |f(x)| > N−2λ}

)
where Ωλ = {Mf(x) > λ}.

We are now ready to prove Theorem 3.3.4.

Proof of Theorem 3.3.4. Let δ = 1/4, and let N0 and ε be such that N ε
0 < 2.

Integrating both sides of (3.3.5) with respect to the measure λp−ε

ˆ ∞
0

w(Ωλ)dλ
p−ε ≤ δN ε

0

ˆ ∞
0

Np−ε
0 w(ΩNλ)dλ

p−ε

+N2p
0

ˆ ∞
0

w
(
{x ∈ Rn : |f(x)| > N−2λ}

)
dλp−ε

Next, by the Layer Cake formula
ˆ ∞

0

w(Ωλ)dλ
p−ε =

ˆ
Rn
Mf(x)p−εw(x)dx

and ˆ ∞
0

Np−ε
0 w(ΩNλ)dλ

p−ε =

ˆ
Rn
Mf(x)p−εw(x)dx.

Therefore, using δN ε
0 < 1/2 we can bring the last term to the right hand side and

using

N2p
0

ˆ ∞
0

w
(
{x ∈ Rn : |f(x)| > N−2λ}

)
dλp−ε ≈

ˆ
Rn
|f(x)|p−εw(x)dx

we obtain the desired result.

3.4 Lecture Four.

We will prove a version of Theorem 3.3.6.

Theorem 3.4.1. Let w ∈ Ap, p > 1. Then ∀α ∈ N ∃k0 = k0(α, n, p,K) such that
∀k ≥ k0, ∀λ > 0, ∀f ∈ C∞0 (Rn) we have

(3.4.1) w(Ωλ) ≤ 2pk−αw(U2kλ) + 4pkw
(
{x ∈ Rn : |f(x)| > 4−kλ}

)
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Proof. 1. Starting inequality, ∀Q ⊂ Rn, g ≥ 0

(3.4.2)
1

|Q|

ˆ
Q

gdx ≤ C

(
1

w(Q)

ˆ
Q

gpwdx

)1/p

.

To see this use ˆ
(Mf)pwdx ≤ C

ˆ
|f |pwdx

with f = gχ and write g = gw1/pw−1/p.

2. Calderon-Zygmund lemma: ∀t > 0 ∃{Qt
j} — dyadic cubes such that

•
t < −

ˆ
Qtj

fdx ≤ 2nt

• f(x) ≤ t if x /∈
⋃
j Q

t
j = {x ∈ Rn : Mdf(x) > t} =: Ut

(we assume f ≥ 0). Here Mdf is the dyadic maximal function.

3. Fix Q0 = Qλ
j .

Claim:

(3.4.3) w(Q0) ≤ 2pk−αw(U2kλ ∩Q0) + 4pkw
(
{x ∈ Q0 : |f(x)| > 4−kλ}

)
.

To prove the claim assume the contrary, i.e.

w(U2kλ ∩Q0) < 2−pk+αw(Q0)

and
w(Aλ) < 4−pkw(Q0)

where Aλ = {x ∈ Q0 : |f(x)| > 4−kλ}. We will get a contradiction.

Step 1. C-Z decomposition of f at level 2kλ

u(x) =

{
f(x), if x ∈ Q0\Q2kλ

j

−́
Q2kλ
j

f(y)dy, if x ∈ Q2kλ
j ⊂ Q0.

Note, that |u(x)| ≤ 2k+nλ, ∀x ∈ Q0. Integrating up with weight w (we denote
Qj = Q2kλ

j ) we haveˆ
Q0\

⋃
j Qj

upwdx =

ˆ
Q0\

⋃
j Qj

fpwdx ≤
ˆ
Q0

fpwdx

≤ (4−kλ)pw(Q0) + (2n+kλ)pw(Aλ)

≤ C2 · 2−kpλpw(Q0)
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ˆ
⋃
j Qj

upwdx ≤ (2n+kλ)p2−kp+αw(Q0) = 2np+αλpw(Q0).

Step 2. C-Z decomposition of u at level 2iλ, [k/2] ≤ i ≤ k − 1 to obtain {Q̃i
j} :=

{Q̃2iλ
j } such that

2iλ ≤ −
ˆ
Q̃ij

u(y)dy ≤ 2i+nλ

and let

ui(x) =

{
u(x), if x ∈ Q0\Q̃i

j

−́
Q̃ij
u(y)dy, if x ∈ Q̃i

j.

Recall,
⋃
j Q̃

i
j = {x ∈ Q0 : Mdu(x) > 2iλ} := Ũ2iλ.

From (3.4.2) we have

2iλ ≤ −
ˆ
Q̃ij

u(y)dy ≤ C

(
1

w(Q̃i
j)

ˆ
Q̃ij

up(y)w(y)dy

)p

Using that and the definition of Ũ2iλ we have

(3.4.4) w(Ũ2iλ) ≤ C2−ipλ−p
ˆ
Q̃ij

upw ≤ C2−ipw(Q0).

Step 3. Let

h =
1

k − [k/2]

k−1∑
i=[k/2]

ui,

from (3.4.2)

(3.4.5) λ < −
ˆ
Q0

hdx ≤ C

(
1

w(Q0)

ˆ
Q0

hpwdx

)1/p

.

Next,

ui ≤ uχQ0\Ũ2iλ
+ 2n+iχŨ2iλ

≤ uχQ0\Ũ2iλ
+ 2n+iχŨ2iλ∪U2kλ
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and therefore

h ≤ uχQ0\Ũ2iλ
+

1

k − [k/2]

k−1∑
i=[k/2]

2n+iχAi

where we denote Ai = Ũ2iλ ∪ U2kλ. Denoting the last term in the above
inequality by g and integrating hp with weight w we obtainˆ

Q0

hpw ≤ 2p
ˆ
Q0\U2kλ

upw + 2p
ˆ
Q0

gpw.

The first term is bounded above by 2−kpλpw(Q0) and for the second one we
get

2p
ˆ
Q0

gpw ≤ λp

(k − [k/2])p

ˆ
Q0

k−1∑
i=[k/2]

 i∑
j=[k/2]

2n+j

p

χAiw

≤ λp

(k − [k/2])p

k−1∑
i=[k/2]

2ipw(Ai)

≤ Cλpw(Q0)

(k − [k/2])p−1

and therefore

(3.4.6)

ˆ
Q0

hpw ≤ Cλpw(Q0)
(
2−kp + (k − [k/2])1−p) .

By taking k large enough from (3.4.5), (3.4.6) we get a contradiction.

3.5 Lecture Five

Theorem 3.5.1.

µ is p-admissible for p > 1 =⇒ µ is (p− ε)− admissible, ε > 0, quantitatively

Proof. 1. Starting inequality, which states that

1

l(Q)
−
ˆ
Q

|u− uQ|dµ ≤ c

(
−
ˆ
Q

|∇u|pdµ
)1/p

for all Q ⊂ Rn and u ∈ Lip(Q).
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2. Fix a cube Q0 ⊂ Rn and for all u we define the sharp maximal function

M#u(x) = sup
Q3x,Q||Q0,Q⊂Q0

1

l(Q)
−
ˆ
Q

|u− uQ|dµ.

It’s a maximal function of the mean oscillation and one should think of it as
the maximal function of the gradient.

Lemma 3.5.2. For all α ∈ N there exists a k0 = k0(α) ∈ N such that for all k ≥ k0

and all λ > 0 and all u we have

(3.5.1) µ(Uλ) ≤ 2kp−αµ(U2kλ) + 4kpµ({x ∈ Q0 : |∇u|(x) > 4−kλ})

where Uλ = {x ∈ Q0 : M#u(x) > λ}.

Given the above inequality we obtain the statement of the theorem as follows.
Integrate (3.5.1) with respect to the measure dλp−ε from 0 to ∞ to obtain

ˆ
Q0

(M#u)p−εdµ ≤ c

ˆ
Q0

|∇u|p−εdµ

Then using the definition of the sharp maximal function M# we obtain the
desired result.

To finish the proof we now need to prove Lemma 3.5.2.

Proof of Lemma 3.5.2. Claim: Fix Q0 such that 1
l(Q0)

−́
Q0
|u− uQ0|dµ > λ. Then

(3.5.2) µ(Q0) ≤ 2kp−αµ(U2kλ) + 4kpµ(Aλ)

where Aλ = {x ∈ Q0 : |∇u|(x) > 4−kλ}.
To prove the claim assume the contrary, we will get a contradiction.

Step 1. Truncate M#u at level 2kλ.

• For all x and y in Q0

|u(x)− u(y)| ≤ C|x− y|(M#u(x)−M#u(y))

To show this find a sequence of cubes one containing the other with
l(Qi) ≈ 2−1.
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Then

|u(x)− uQ1| ≤
∑
i≥1

|uQi − uQi+1
|

≤
∑
i≥1

−
ˆ
Qi

|u− uQi |dµ ·
1

l(Qi)
· l(Qi)

≤ M#ul(Qi)

and therefore
|u(x)− uQ1| ≤ c|x− y|M#u(x).

• This implies that u|Q0\U2kλ
is c2kλ-Lip by boundedness of the sharp max-

imal function.

• Using a theorem of McShane we extend this function to a function g
which is Lipschitz in Q0 with the same Lipschitz constant.

(McShane 1934: u|A is c-Lip. Then v(x) = infy∈A(u(y) + c|y − x|) is
c-Lip.)

• For the function g we have

1

l(Q0)
−
ˆ
Q0

|g − gQ0|dµ ≥ λ/c(
−
ˆ
Q0

|∇g|pdµ
)1/p

≤ cλ

using the definition of g and the countrary to (3.5.2).

Step 2. Truncate M#g at level 2iλ where bk/2c ≤ i ≤ k−1 to obtain gi. We apply
what we did before to get

µ({x ∈ Q0 : M#g(x) > 2iλ} ≤ c2−ipw(Q0).

Step 3. Let

h =
1

k − bk/2c

k−1∑
i=bk/2c

gi

Then we have

λ ≤ c
1

l(Q0)
−
ˆ
Q0

|h− hQ| ≤ C

(
−
ˆ
Q0

|∇h|pdµ
)1/p

≤ C

(
1

(k − [k/2])p/2
+ 2−kp

)
λ

and by taking k large enough we get a contradiction.
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3.5.1 Open Problems

Here are three open problems

Open problem 3.5.1. Characterization of p-admissible weights

The problem to characterize p-admissible weights. Similar to the Ap weights.
Note that in dimension 1 they are exactly the same as Ap weights. The characteri-
zation should be similar to the Ap weights

−
ˆ
I

g ≤
(

1

w(I)

ˆ
I

gpw

)1/p

to show this condition is Ap is easy but the other way you need to use the Maximal
function.

If f is a qc then we have the Jacobian to some power would be something, this
statement would give a necessary condition.

Open problem 3.5.2. Does a metric with non-negative Ricci curvature admit a
Poincaré inequality?

Proposition 3.5.3 (Borell-Brascamp-Lieb). Let t ∈ [0, 1] let f, g, h ≥ 0 and
´
Rn g =´

Rn f = 1. Assume that for all x and y

1

h(tx+ (1− t)y)1/n
≤ t

f(x)1/n
+

1− t
g(y)1/n

then
´
Rn h ≥ 1.

Open problem 3.5.3. Consider the equation

∇ · (w(x)∇u(x)) = 0.

What is a condition on w(x) such that u(x) is Lipschitz?

It is known that if w(x) ∈ A2 then u(x) is Hölder continuous.



Chapter 4

Mateu

4.1 Lecture 1

There notes are about properties and applications of singular integrals.

Properties • Improvements of Cotlar’s Inequality. Which amounts to “control
of Tf by T ∗f”.

• Differences between odd and even kernels.

Applications • Capacities and uniform rectifiability

• Quasi-conformal mappings

• Euler’s Equations

• Sobolev Spaces

4.1.1

We will be working with kernels

K(x) =
Ω(x)

|x|n

where Ω satisfies Ω(λx) = Ω(x) with zero average over the sphere

ˆ
|x|=1

Ω(x)dS(x)

where dS is the surface measure on the sphere.

89
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We define operators

T εf(x) =

ˆ
|x−y|>ε

K(x− y)f(y)dy

so that

Tf(x) = p.v.

ˆ
K(x− y)f(y)dy := lim

ε→0
T εf(x).

We will also be interested in

T ∗f(x) = sup
ε>0
|T εf(x)|.

We will often want to control T by T ∗. When the limit exists we have

Tf(x) ≤ T ∗f(x)

pointwise. We wil be after inequalities of the form

(4.1.1) ‖T ∗f(x)‖p ≤ Cp‖Tf‖p.

4.1.2

We will let M denote the Hardy-Littlewood maximal function

(4.1.2) Mf(x) = sup
B3x

1

|B|

ˆ
B

f(y)dy.

Theorem 4.1.1 (Cotlar’s Inequality). For all 1 < p <∞ and all f ∈ Lp we have

(4.1.3) T ∗f(x) ≤ C (M(Tf)(x) +Mf(x))

pointwise almost everywhere.

We aim to make improvements on this theorem by showing this by proving

T ∗f(x) ≤ CM(Tf)(x)

or

T ∗f(x) ≤ CM2(Tf)(x)
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4.1.3

In what follows we will be working in Rn. For d < n we can take K(x) = x/|x|d+1

and some measure µ ≥ 0 and a modified truncated Riesz-Transform

Rε
µ :=

ˆ
|x−y|>ε

f(y)
xi − yi
|x− y|d+1

dµ(y)

and ask the following questions

1. Is Rmu bounded in L2(µ)? When does limε→0R
ε
µ exists?

2. What abou the case when µ is a Uniformly Rectifiable Measure?

A measure µ is uniformly rectifiable provided there exist C1 manifolds Ei all of
dimension d such that

• supp(µ) =
⋃
iEi

• µ|Ei = cHd where Hd denotes the Hausdorff Measure.

David-Semmes showed that (2) implies (1).

4.1.4 Hilbert, Cauchy and Beurling Transforms

The Hilbert Transform is defined by

Hf(x) = P.V.

ˆ
R
f(x− y)

dy

y
.

The Beurling Transform is defined by

(4.1.4) Bf(z) =

ˆ
C

f(w)

(z − w)2
dA(w) = P.V.

(
1

z2

)
∗ f

It can be thought of like an even kernel version of the Hilbert Transform. Its
definition relies on the fact that the complex numbers are a field. We will also be
considering the Cauchy Transform which is

(4.1.5) Cf(z) :=
1

π

ˆ
C

f(w)

z − w
dA(w) = f ∗ 1

πz
.

Proposition 4.1.2. 1. H is bounded in Lp for p ∈ (0,∞)
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2. Its Fourier multiplier is m =
(

1
x

)∧
(ξ) = −isgn(ξ) (Note that this implies it is

an isometry in L2)

3. It has H : L∞ → BMO.

Remark 4.1.3. The first follows from general theory of Calderon-Zygmund operators
and proves Lp(R) boundedness of the Carleson Operator.

An example of the third property is the following: Let [a, b] = I then

H(χI)(x) = log |x− a
x− b

| ∈ BMO.

Proposition 4.1.4. For all f ∈ S(C) we have

(4.1.6) ∂f = B(∂̄f)

in distribution sense.

Proof. We have1

∂(
1

πz
) =
−1

πz2
.

We also have

∂̄(
1

πz
) = δ

since 1
πz

is the elementary solution of the ∂̄-problem. By definition property of the
elementary solution we have

f = ∂̄(f ∗ 1

πz
).

This gives us

∂f = ∂̄f ∗ −1

πz2

which give the theorem.

Corollary 4.1.5. If f ∈ L2(C) and ∂̄f ∈ L2(C) then f ∈ W 1,2.

1Recall the notation

∂̄ =
∂

∂z̄
=

∂

∂x
+ i

∂

∂y

∂ =
∂

∂z
=

∂

∂x
− i ∂

∂y
.
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Proof. We just need to show that ∂̄f ∈ L2(C). Well

‖∂̄f‖L2(C) = ‖B(∂f)‖L2 ≤ ‖B‖2‖∂̄f‖2 <∞

since the Beurling transform is bouded in L2.

Remark 4.1.6. This actually works to show Lp boundedness.

Corollary 4.1.7. For all f ∈ S we have

∂Cf = Bf,

∂̄Cf = f

‘

Proof. The first equation follows from the fact that ∂(f ∗ 1
πz

) = f ∗ ∂ 1
πz

and the
second follows from the first and the fact that f = B(∂̄f).

Let D ⊂ C be the unit disc. We will compute B(χD). We will use the formula
∂ϕ = B(∂̄ϕ) on the function

ϕ =

{
z̄, z ∈ D
1/z, z ∈ Dc

.

Note that since 1/z = z̄/|z|2 and |z| = 1 on ∂D the function is continuous. Now

∂ϕ =

{
0, z ∈ D
−1/z2, z ∈ Dc

.

and

∂̄ϕ =

{
1, z ∈ D
0, z ∈ Dc

= χD.

This gives

B(χD) = B(∂̄ϕ) = ∂ϕ =
−1

z2
χDc ∈ L∞.

This is an instance of a general phenomena

Theorem 4.1.8. If D is a bounded domain with ∂D ∈ C1+ε then B(χD) ∈ L∞

But it does not hold for kernels with higher powers in the denominator.
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Proposition 4.1.9 (Garnett). E bdd with |E| > 0 and R(χE) /∈ L∞(C) where

Rf(x) :=

ˆ
f(x− y)y

yn+1
dA(y).

Proposition 4.1.10. The multiplier of B is ξ/ξ̄. That is

B̂f(ξ) = (ξ/ξ̄)f̂(ξ).

Proof.

(1/πz2)∧ = (∂
1

πz
)∧

= 2πζ(
1

πz
)∧

= 2πζ(
2πiζ

2πiζ̄
(

1

πz2
)∧)

=
ζ

ζ
(∂̄

1

πz
)∧

=
ζ

ζ
(δ)∧

Corollary 4.1.11. B is an isometry on L2(C): for all f ∈ L2(C)

‖Bf‖2 = ‖f‖2.

This implies that for all

Conjecture 4.1.12 (T. Iwaniecz2). For all p > 2

‖B‖p = p− 1.

4.1.5 Higher Order Reisz-Transforms

We will now define the Higher-Riesz Transforms which will generalize both the
Cauchy and Beurling transforms. Let Pd be a harmonic polynomial in n-variables
of degree d. A higher order Riesz Transform will mean an operator of the form

RPf(x) := P.V.

ˆ
Rn
f(x− y)

Pd(y)

|y|n+d
dy.

2Twin brother of H. Iwaniecz the number theorist.
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Remark 4.1.13. Note that both B and C are examples of such higher order Riesz
Transforms.

By proposition 4.3.1 we have

R̂Pf = γd
Pd(ξ)

|ξ|d
f̂ .

Since Pd(ξ) and |ξ|d are homogeneous of the same degree that value of Pd(ξ)/|ξ|d
only depends it’s value on Sn−1. Since Sn−1 is compact it achieves its maximum on
the sphere which implies that |Pd(ξ)/|ξ|d ≤ B (the value at the origin is comparable
to the min and the max on the sphere) so by Plancharel we have boundedness in
L2.

We have more to say about it’s L2 norm

Proposition 4.1.14. For every f ∈ L2 we have

‖RPf‖2 ≤ C‖Rpf‖2.

4.1.6 Type of Kernels

We are going to be working with smooth kernels K(x) = Ω(x)/|x|n where Ω ∈
C∞(Rn as satisfies

1. Ω(λx) = Ω(x)

2.
´
Sn−1 Ω(x)dS(x) = 0

Note condition 1 says that Ω is determined by its restriction to Sn−1. By density of
the harmonic polynomials on Sn−1 we can write Ω =

∑
Pj where Pj are harmonic

polynomials.

Proposition 4.1.15 (Verdera, O, Mateu/+ Perez in odd case). Let T be an operator
with even kernel Ω =

∑
j P2j. The following are equivalent

1. T ∗f(x) ≤ CMTf(x) pointwise a.e.

2. ‖T ∗f‖2 ≤ C‖Tf‖2

3. There exists some U invertible CZ-operator and R a higher order Riesz Trans-
form with polynomial P such that

T = R ◦ U,

furthermore P |P2j for all j.
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If we have an odd kernel Ω =
∑

j P2j+1 then we replace 1 by

1. T ∗f(x) ≤ CM2Tf(x).

Remark 4.1.16. One can try these estimated for p 6= 2. Going from 2 to p larger
than 2 is easy. Going from 2 to 1 is hard.

There is also a weighted version of this due to A, Bosch, O,M the results are
as follows for 1 < p <∞

• ‖Tf‖p ≤ C‖Tf‖p

• For any w ∈ Ap we have

‖T ∗f‖p,w ≤ C‖Cf‖p,w.

• for f ∈ H1 and Tf ∈ L1 we have (in the even case)

(4.1.7) ‖T ∗f‖1,∞ ≤ C‖Tf‖1

4.2 Lecture 2

4.2.1 Belatrami Equation

The Belatrami Equation is
∂̄f = µ∂f

where µ ∈ L∞(C)cmpt with ‖µ‖∞ = K < 1. is the so called Belatrami-Coefficient.

Proposition 4.2.1. A solution of the Belatrami Equation is W 1,2
loc ,

Definition 4.2.2. A function is K-quasi-regular (quasi-analytic) if and only if
it is a solution of a Beltrami equation with ‖m‖∞ ≤ K.

Remark 4.2.3. Note that when K = 0 the Belatrami equation becomes ∂̄f = 0.
This means 0-quasiregularity is equivalent to regularity (analyticity).

Definition 4.2.4. Let A ⊂ C. If f : A→ f(A) is K-quasiregular and a homeomor-
phism then we say it is K-quasi conformal.

Quasi-conformal maps on have similar rigidity to conformal maps (for people
looking over these notes, what is the most general version of this?)
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Proposition 4.2.5. If f fixed three points the the solution is unique.

Theorem 4.2.6 (Stoilow Factorization Theorem). For every quasi-regular f there
exists some g analytic and φ quasi-conformal such that

f = g ◦ φ

Proposition 4.2.7. A solution of the Belatrami equations of the form f(z) = z +
Ch(z) has h =

∑∞
n=0(µB)nµ. This implies that h ∈ L2, Ch ∈ W 1,2

loc and f = z+Ch
admits a solution h.

Proof. We consider the ansatz f = z+Ch where C is the Cauchy transform. We will
solve for h. We have that ∂̄f = h+ ∂̄Ch = h. We also have ∂f = 1+∂Ch = 1+Bh.
Since ∂̄f = µ∂f we have that h− µBh = µ which gives

h = (1− µB)−1µ =
∞∑
n=0

(µB)nµ.

The series on the right is a Neumann series and the powers are compositions. It
converges as an operator on L2

‖
∑
n≥0

(µB)nµ‖ =
∑
n

‖(µB)nµ‖2(4.2.1)

=
∑
n

‖µ‖n∞‖µ‖2

(4.2.2)

which follows from the fact that ‖µ‖∞ < 1 and ‖Bµ‖2 = ‖µ‖2.

Remark 4.2.8. If p 6= 2 then the crude in equation ?? becomes∑
n≥0

‖(µB)nµ‖p = ‖µ‖p
∑
n≥0

(‖µ‖∞‖B‖p)n

=
‖µ‖p

1− ‖µ‖∞‖B‖p

which exists bounded provided K‖B‖p < 1. If we assume the Iwaniecz conjecture
that ‖B‖p = p− 1 then

(p− 1)K < 1.

Iwaniecz-Astala obtained some index p(K) such that f ∈ W 1,p(K) for aK-quasiconformal
solution of the Belatrami equation.
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4.2.2

We will now look at solutions of the Belatrami equation when µ has some regularity3

Proposition 4.2.9 (Schander Estimates). If f is a solution of{
∂̄f = µ∂f

µ ∈ Lip(α)

where α ∈ (0, 1), then f ∈ Liploc(1 + α).

Remark 4.2.10. The general philosophy is that if f is a solutions of Linear PDE
with coefficients that are Lip(α) we expect that f to be Lip(1 + α).

We have an improvement of the above

Theorem 4.2.11 (M, Orobitzm Verdarou). If f is a solution of{
∂̄f = µ∂f,

µ = gχΩ,

where g ∈ Lip(α,Ω) and ∂Ω ∈ C1+ε then f ∈ Liploc(1 + α′)

We can see that µ is Lip(α) inside Ω and 0 on Ωc.

Proposition 4.2.12. Let f be as above. The quasi-conformal map associated to the
equation is Bi-Lipschitz.

4.2.3

Proposition 4.2.13. Suppose that Ω ⊂ R2 is bounded and ∂Ω ∈ C1+ε then the for
all f ∈ Lip(α,Ω) we have

‖Bf‖Lip(α,Ω) ≤ C‖f‖Lip(α,Ω)

To prove this we use compactness of certain operators.

Proposition 4.2.14. If µ ∈ VMO then

[µ,B]f =

ˆ
µ(x)− µ(y)

(x− y)2
f(y)dA(y)

is compact in Lp but not compact in Lip(α).

3 f ∈ Lip(α) if and only if there exists some C such that for all x and y we have |f(x) −
f(y)|/|x− y|α ≤ C. The best of the all possible C’s for some given α defined ‖f‖Lip(α).
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4.2.4 General Facts About Singular Integrals

Proposition 4.2.15. Suppose that T is a singular integral operator. Then

1. ‖T ∗f‖2 ≤ C‖Tf‖

2. T ∗f(x) ≤MTf(x) pointwise a.e.

Lemma 4.2.16 (Cotlar’s Lemma). Let f ∈ L2 and T a singular integral operator

T ∗f(x) ≤ C(MTf(x) +Mf(x))

‖T ∗f‖2

4.3 Appendix

Proposition 4.3.1. Every polynomial p ∈ C[x1, . . . , xn] can be written uniquely as∑d
k=1 r

2khk(x) where r2 = x2
1 + · · ·x2

n and hk is a harmonic polynomial.

Proposition 4.3.2. If P is a harmonic polynomial of degree d then

(
P (x)

|x|n+d
)∧ = γd

P (ξ)

|ξ|d
.
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Chapter 5

Jaramillo

5.1 Lecture One: The basic geometry of length in

a metric space

Definition 5.1.1. Let (X, d) be a metric space. A path in X is a continuous
mapping γ : [a, b]→ X. The length of γ is defined

`(γ) = sup
p

{
N∑
j=1

d(γ(tj), γ(tj−1)) : p = {a = t0 < t1 < . . . < tN = b}

}
.

Path γ is rectifiable if `(γ) < +∞. The length function associated to γ is a mapping

s : [a, b]→ [0, `(γ)], s(t) = `(γ|[a,t]) for all a ≤ t ≤ b.

Proposition 5.1.2 (Properties of length). We have the following properties which
are easy to verify:

1. `(γ) ≥ d(γ(a), γ(b));

2. `(γ|[a,c]) + `(γ|[c,b]) = `(γ|[a,b]) ∀ a < c < b (additivity);

3. If γ is rectifiable, then the length function associated to γ is continuous (con-
tinuity property);

4. ` is lower semi-continuous, i.e. if {γn} is a sequence of rectifiable paths
γn : [a, b]→ X and γn → γ pointwise on [a, b], then `(γ) ≤ lim infn→∞ `(γn).

101
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Proof. (4) Suppose that γ is a rectifiable path. Given ε > 0, there exists a partition
p = {a = t0 < t1 < . . . < tN = b} such that

`(γ) <
N∑
j=1

d(γ(tj), γ(tj−1)) + ε/3,

and n0 ∈ N such that d(γ(tj), γn(tj)) < ε/(3N) for all j = 1, 2, . . . , N and n ≥ n0.
Hence,

`(γ) <
N∑
j=1

d(γ(tj), γ(tj−1)) + ε/3

≤
N∑
j=1

[d(γ(tj), γn(tj)) + d(γn(tj), γn(tj−1)) + d(γn(tj−1), γn(tj−1))] + ε/3

≤
N∑
j=1

d(γn(tj), γn(tj−1)) + ε ≤ `(γn) + ε.

Remark 5.1.3. Function ` is lower semi-continuous, but in general not continuous.
Indeed, let X = R2 with the Euclidean metric and consider paths γ, γn : [0, 1]→ R2,
γ(t) = (t, t), γn (see picture). Then γn → γ uniformly on [0, 1], but `(γn) = 2 for all
n and `(γ) =

√
2.

Definition 5.1.4 (Main definition). (X, d) is rectifiably connected if for all x, y ∈ X
there exists a rectifiable path γ from x to y; (X, d) is a length space if for all
x, y ∈ X, d(x, y) = inf{`(γ) : γ is a path from x to y}; (X, d) is a geodesic space if
for all x, y ∈ X there exists a path γ from x to y such that `(γ) = d(x, y).

Remarks 5.1.1. 1. If (X, d) is a length space, then (X, d) is rectifiably con-
nected;

2. (X, d) is a length space if and only if for all x, y ∈ X and for all ε > 0, there
exists a path γ from x to y such that `(γ) ≤ d(x, y) + ε;

3. If (X, d) is a geodesic space, then (X, d) is a length space but the converse is
not in general true. (Consider e.g. X = R2 \ {p}, p ∈ R2, with the Euclidean
metric. Then (X, d) is a length space but it is not a geodesic space.)

Definition 5.1.5. Suppose (X, d) is rectifiably connected. Then we can define the
intrinsic metric (inner metric) di on X:

di(x, y) := inf{`(γ) : γ a path from x to y}
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It is easy to see that di is a metric on X and that (di)i = di for all metrics d
on X. Further, if (X, d) is rectifiably connected then (X, d) is a length space if and
only if d = di. Note that we always have d ≤ di. In particular, (X, di) is a length
space.

Examples 5.1.2. 1. Let

X =
∞⋃
n=1

[(0, 1), (
1

n
, 0)] ∪ [(0, 1), (0, 0)],

an union of segments in R2 with the Euclidean metric (see picture). Then

di((
1

n
, 0), (

1

m
, 0)) ≥ 2 if n 6= m

showing that (X, d) is not a length space; {(1/n, 0)} is not convergent in
(X, di).

2. Let X = R2 and d((x1, y1), (x2, y2)) = |x1 − x2| +
√
|y1 − y2|. Then d is

equivalent to the Euclidean distance. However,

di((x1, y1), (x2, y2)) =

{
|x1 − x2|, if y1 = y2;

+∞ if y1 6= y2.

Indeed, suppose y1 < y2 and let γ : [a, b] → R2, γ = (γ1, γ2), be a path from
(x1, y1) to (x2, y2). Consider γ2 : [a, b] → R2. For every n ∈ N there exists a
partition p = {a = t0 < t1 < . . . < tn = b} such that

γ2(tj) = yj +
j

n
(y2 − y1);

`(γ) ≥
∑n

j=1

√
1
n
(y2 − y1) = |y2 − y1| n√n →∞ as n→∞.

Definition 5.1.6. (X, d) is (C-)quasi-convex if ∃C > 0 such that for all x, y ∈ X
there exists a path γ from x to y such that `(γ) ≤ Cd(x, y).

Remark 5.1.7. Suppose (X, d) is rectifiably connected. Then (X, d) is quasi-convex
if and only if d is Lipschitz-equivalent to a length space, i.e. there exists a metric d′

such that (X, d′) is a length space and ∃h : (X, d) → (X, d′) which is bi-Lipschitz.
Implication⇒ is easy; let us show⇐: Suppose (X, d) is rectifiably connected. Then
(X, di) is a length space and there holds d ≤ di ≤ cd.
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Example 5.1.3. Consider

X = R2 \
∞⋃
n=0

Rn; Rn = (2n+ 1, 2n+ 2)× (0, n+ 1)

with the Euclidean metric (see picture). Then (X, d) is not quasi-convex but is lo-
cally 2-quasi-convex: For all p ∈ X, B(p, 1) is 2-quasi-convex, i.e. if x, y ∈ B(p, 1)
then there exists a path γ from x to y such that `(γ) ≤ 2d(x, y).

Remark 5.1.8. If ϕ : [c, d]→ [a, b] is continuous, non-decreasing and surjective (onto)
and γ : [a, b]→ X is a path, then `(γ ◦ ϕ) = `(γ).

Proposition 5.1.9 (Arc-length parametrization). Let γ : [a, b]→ (X, d) be a recti-
fiable path. Then there exists a unique path γ̂ : [0, `(γ)]→ (X, d) such that γ̂ ◦s = γ,
where s(t) = `(γ|[a,t]) for all t ∈ [a, b] is the length function associated to γ. As a
consequence,

`(γ̂|[0,τ ]) = τ for all 0 ≤ τ ≤ `(γ) and `(γ̂) = `(γ).

In fact, `(γ̂|[τ1,τ2]) = τ2 − τ1 for all 0 ≤ τ1 < τ2 ≤ `(γ). The mapping γ̂ is called the
arc-length parameterization of γ.

Proof. For every τ ∈ [0, `(γ)] choose t ∈ [a, b] such that s(t) = τ . (If τ < τ ′

with s(τ) = s(τ ′) then `(γ|[τ,τ ′]) = 0 implying that γ|[τ,τ ′] is constant and hence,
γ(t) = γ(t′).) We can define γ̂(τ) = γ(t). Then prove that γ̂ is 1-Lipschitz (and
therefore continuous) and that `(γ̂|[0,τ ]) = τ .

5.2 Lecture Two: Defining line integral

Definition 5.2.1. Let γ : [a, b] → X be a rectifiable path and suppose u : Imγ →
[0,+∞] is a Borel function. We define

ˆ
γ

u :=

ˆ `(γ)

0

u(γ̂(t))dt.

5.2.1 Lipschitz speed

Let γ : [a, b]→ X be a path. We define its Lipschitz speed at the point t ∈ (a, b) as
the limit (if it exists)

|γ̇|(t) := lim
s→0

d(γ(t+ s), γ(t))

|s|
(“metric derivative”)
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Remark 5.2.2. If X = (V, ‖·‖) is a normed space and γ : [a, b]→ V is differentiable,
then |γ̇|(t) = ‖γ′(t)‖.

Theorem 5.2.3. Let γ : [a, b]→ (X, d) be a Lipschitz path. Then the Lipschitz speed
exists for a.e. t ∈ (a, b) and

`(γ) =

ˆ b

a

|γ̇|(t)dt.

References:
Burago, Burago & Ivanov: “A course in metric geometry”. A.M.S
Survey by Hajtasz: “Sobolev spaces on metric spaces”. Contemporary Math. vol.
338 (2003)

5.2.2 Midpoints in length spaces

Definition 5.2.4. Let (X, d) be a metric space and suppose x, y ∈ X. We say that
z ∈ X is a midpoint of x and y if

d(x, z) =
1

2
d(x, y) = d(y, z).

Remark 5.2.5. Given two points, a midpoint may exist or not, and it need not to
be unique. (See picture.)

Example 5.2.1. Let (X, d) = (R2, ‖‖1). (picture)

Definition 5.2.6. Let (X, d) be a metric space and suppose x, y ∈ X. We say that
for ε > 0, z ∈ X is ε-midpoint of x and y if

|2d(x, z)− d(x, y)| < ε and |2d(y, z)− d(x, y)| < ε.

Theorem 5.2.7. Suppose (X, d) is a complete metric space. Then

1. (X, d) is geodesic space if and only if for all x, y ∈ X there exists z ∈ X, a
midpoint of x and y;

2. (X, d) is length space if and only if for all x, y ∈ X, for all ε > 0 there exists
z ∈ X, ε-midpoint of x and y.

Proof. (1) ⇒: (Here we do not need compactness.) Given x, y there exists a path
γ : [a, b] → X s.t. `(γ) = d(x, y). By continuity, we find t ∈ [a, b] such that
`(γ|[a,t]) = 1

2
d(x, y). By additivity, `(γ|[t,b]) = 1

2
d(x, y). Thus, z = γ(t) is a midpoint

of x and y.
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⇐: We need to show that there exists a path from x to y. We define γ : [0, 1]→
X as follows. Let γ(0) = x and γ(1) = y; γ(1/2) = z, midpoint of x and y;
γ(1/4) = z1, midpoint of x and z and γ(3/4) = z2, midpoint of z and y. In this way
we define γ on the disjoint numbers k/2n for all k ∈ [0, n], n ∈ N. By construction,
d(γ(t), γ(t′)) = |t − t′|d(x, y) for such points, and γ is d(x, y)-Lipschitz. Thus, by
compactness, we may extend γ to [0, 1] with the same Lipschitz constant. We obtain
a path γ : [0, 1]→ X from x to y with `(γ) = d(x, y).

The proof for (2) is similar.

Corollary 5.2.8 (Characterization of a length space). Suppose (X, d) is a complete
metric space. Then the following conditions are equivalent.

1. (X, d) is a length space.

2. For all x, y ∈ X and ε > 0, there exists an ε-chain from x to y, i.e. we can find
a set of points {x = z0, z1, . . . , zn = y} with the properties that d(zj, zj−1) < ε
for all j = 1, . . . , n and

n∑
j=1

d(zj, zj−1) < d(x, y) + ε.

5.2.3 Hopf–Rinow Theorem in the setting of a length space

Let us recall the following well-known theorem.

Theorem 5.2.9 (Ascoli–Arselà). Suppose (X, d) is a compact metric space and let
γn : [a, b]→ X be a sequence of paths in X with uniformly bounded length (i.e. there
exists a constant k > 0 such that `(γ) < k for all n ∈ N). Then there exists a
subsequence (γnk)k∈N which is uniformly convergent on [a, b] to a path γ : [a, b]→ X.

By Ascoli–Arselà, we have the following theorem.

Theorem 5.2.10 (Hopf–Rinow). Suppose (X, d) is a complete and locally compact
(i.e. for all x ∈ X there exists a ball B 3 x which is compact) length space. Then

1. (X, d) is a proper metric space: every closed ball in X is compact;

2. (X, d) is a geodesic space: for all x, y ∈ X there exists a path γ from x to y
such that `(γ) = d(x, y).
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Proof. (1) Let x ∈ X. Then there exists r > 0 such that B̄(x, r) is compact. Con-
sider 0 < R = sup{r > 0: B̄(x, r) is compact } ≤ +∞. We want to prove that
R = ∞. Suppose, for a contradiction, that R < ∞. We see that B = B̄(x,R) is
compact since it is precompact (and the space is complete). Given ε > 0, we find
an ε/2-net S for B′ = B̄(x,R− ε/3). For every y ∈ B, since X is a length space, we
find y′ ∈ B′ such that d(y, y′) < ε/2, and there exists s ∈ S such that d(y′, s) < ε/2.
Hence, S is an ε-net for B.

(2) Let x, y ∈ X and R = d(x, y) + 1. Then B̄(x,R) is compact, and for every
n ∈ N there exists a path γn from x to y such that `(γn) ≤ d(x, y) + 1/n and (γn) ⊂
B̄(x,R). We assume that all γn are defined on the same interval [a, b]. By Ascoli–
Arselà, there exists a subsequence γnk → γ : [a, b] → X. By lower semi-continuity
of length, `(γ) ≤ lim infn→∞ `(γn) = d(x, y) showing that `(γ) = d(x, y).

5.3 Lecture Three: Spaces of pointwise-Lipschitz

functions

Suppose (X, d) is a metric space. We say that function f : X → R is Lipschitz if

Lip(f) := sup
x 6=y

|f(x)− f(y)|
d(x, y)

< +∞.

Then Lip(f) is called the Lipschitz constant of f .

We define the following function spaces:

Lip(X) = {f : X → R | f is Lipschitz}
For a fixed x0 ∈ X define ‖f‖x0 := |f(x0)|+ Lip(f)

Lip∞(X) = {f : X → R | f is bounded and Lipschitz}
‖f‖Lip∞ := ‖f‖∞ + Lip(f)

(Lip(X), ‖·‖x0) and (Lip∞(X), ‖·‖Lip∞) are Banach spaces; (Lip∞(X), ‖·‖Lip∞)
is even a dual Banach space.

5.3.1 The Arens–Eells Space

AE(X)∗ = Lip∞(X). The Arens–Eells space AE(X) is a canonical predual of
Lip∞(X): δx ∈ Lip∞(X)∗, δx(f) = f(x) for all f . Then

[δx : x ∈ X]
Lip∞(X)∗

= AE(X).
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Reference: N. Weaver: ”Lipschitz Algebra”

Definition 5.3.1. Suppose (X, d) is a metric space, f : X → R and let x ∈ X. We
define

Lipf(x) =

{
lim supy→x

|f(x)−f(y)|
d(x,y)

, if x is not isolated

0, if x is isolated.

This defines a function Lipf : X → R̄. Then let

D∞(X) = {f : X → R | f is bounded and Lipf is bounded}
‖f‖D∞ := ‖f‖∞ + ‖Lipf‖∞

Further define
D(X) = {f : X → R |Lipf is bounded}.

(The space D(X) does not have a natural norm.)

Remarks 5.3.1. • Lip∞(X) ⊂ D∞(X) ⊂ C(X)

• If f ∈ Lip(x) then Lipf(x) ≤ Lip(f) and ‖Lipf‖∞ ≤ Lip(f)

• Suppose f ∈ D(X) and x ∈ X is not isolated. Given ε > 0 there exists r > 0
such that

|f(x)− f(y)| ≤ (Lipf(x) + ε)d(x, y) →
y→x

0 ∀ y ∈ B(x, r)

Question: Are the two spaces Lip∞(X) and D∞(X) equivalent?

In general, Lip∞(X) ( D∞(X).

Lemma 5.3.2. Suppose f ∈ D∞(X) and let γ : [a, b] → X be a path from x to y.
Then

|f(x)− f(y)| ≤
∣∣∣∣ sup
z∈Imγ

Lipf(z)

∣∣∣∣ · `(γ).

Proof. Fix ε > 0. For every t ∈ [a, b] there exists rt > 0 such that

|f(γ(t))− f(z)| ≤
(
Lipf(γ(t)) + ε

)︸ ︷︷ ︸
≤K+ε

·d(γ(t), z) ∀ z ∈ B(γ(t), rt),

where we have introduced the notation

K := sup
z∈Imγ

Lipf(z).
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For t ∈ [a, b] and rt > 0 there exists It = (t − δt, t + δt) such that γ(It) ⊂
B(γ(t), rt), and [a, b] ⊂ It1 ∪ . . .∪ Itn with Itj ∩ Itj+1

6= ∅ for all j = 1, . . . , n− 1. We
can select intermediate points a ≤ t1 ≤ s1 ≤ t2 ≤ s2 ≤ . . . ≤ sn−1 ≤ tn ≤ b where
each sj ∈ Itj ∩ Itj+1

for j = 1, . . . , n− 1. The points a, b, t1, . . . , tn, s1, . . . , sn−1 form
a partition of [a, b] which we call p = {τi}mi=1. We have

|f(x)− f(y)| = |f(γ(b))− f(γ(a))| ≤
m∑
i=1

|f(γ(τi))− f(γ(τi−1))|

≤
m∑
i=1

(K + ε)d(γ(τi)− γ(τi−1)) ≤ (K + ε)`(γ).

As an answer our question, we have the following.

Corollary 5.3.3. If (X, d) is a quasi-convex metric space, then Lip∞(X) = D∞(X)
(with equivalent energy norms: there exists C > 0 such that Lip(f) ≤ C ‖Lipf‖∞).

Proof. Let x, y ∈ X and ε > 0. By quasi-convexity, there exists a path γ from x to
y such that `(γ) ≤ Cd(x, y). Suppose f ∈ D∞(X). Then by the previous Lemma,

|f(x)− f(y)| ≤ ‖Lipf‖∞ · Cd(x, y).

From this we see that f ∈ Lip∞(X) and the Lipschitz constant of f satisfies Lip(f) ≤
C ‖Lipf‖∞.

In general, Lip∞(X) ( D∞(X).

Examples 5.3.2. 1. Let X = [0, 1)∪ (1, 2] ⊂ R with the Euclidean metric. Con-
sider f = χ[0,1). Then f ∈ D∞(X) since Lipf(x) = 0 for every x ∈ X but
f /∈ Lip(X).

2. Example of a compact connected space X with Lip∞(X) 6= D∞(X): Let

X = {(t3, t2) : − 1 ≤ t ≤ 1} = {(x, y) ∈ R2 : x2 = y3, 0 ≤ x ≤ 1} (cusp)

with the Euclidean metric (see picture).

Consider f : X → R,

f(x, y) =

{
y, x ≥ 0

−y, x ≤ 0.

Then f ∈ D∞(X) \ Lip∞(X).
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3. We may have D∞(X) = Lip∞(X) without equivalent energy semi-norms: Let

X = R2 \
∞⋃
n=0

Rn; Rn = (2n+ 1, 2n+ 2)× (0, n+ 1)

with the Euclidean metric. Note that X is not quasi-convex but is locally 2-
quasiconvex (see Example 5.1.3). Let f ∈ D∞(X). If f is not Lipschitz, then
there exist {xk} and {yk} such that |f(xk)−f(yk)| ≥ Kd(xk, yk) for all K > 0,
implying that

d(xk, yk) ≤
|f(xk)− f(yk)|

K
≤ 2 ‖f‖∞

K
→ 0 as k →∞.

Thus, there exists k0 ∈ N such that for all k ≥ k0 there holds d(xk, yk) ≤
1/2. This means that xk and yk belong to the same ball B(pk, 1), and by
Lemma 5.3.2,

|f(xk)− f(yk)| ≤ 2 ‖Lipf‖∞ · d(xk, yk).

By the following theorem, this is a contradiction.

Theorem 5.3.4. Suppose (X, d) is a complete, connected and locally compact metric
space. Then D∞(X) = Lip∞(X) with equivalent energy semi-norms if and only if
X is quasi-convex.

Proof. x ⇐: This we have already seen.

⇒: Fix ε > 0 and x ∈ X. Let

Uε,x := {y ∈ X : there exists an ε-chain x = z0, . . . , zn = y; d(zj, zj+1) < ε∀ j = 1, . . . , n−1}.

Uε,x is non-empty, open and closed. So, Uε,x = X. We define

dε(x, y) = inf

{
n∑
j=1

d(zj, zj−1) : z0, z1, . . . , zn is an ε-chain from x to y

}
;

then d(x, y) ≤ dε(x, y) by the triangle inequality, and d(x, y) = dε(x, y) if d(x, y) < ε.
With the fixed ε > 0 and x, consider fx,ε : z 7→ dε(x, z). Then Lipfx,ε(z) ≤ 1
for all z ∈ X and hence, ‖Lipfx,ε‖∞ ≤ 1. Given y ∈ X, let N > dε(x, y) and
consider fx,ε,N = min{N, fx,ε} ∈ D∞(X) = L∞(X). There exists C > 0 such that
Lipfx,ε,N ≤ C ‖Lipfx,ε,N‖∞ = C. We have

dε(x, y) = fx,ε(y) = fx,ε,N(y) = |fx,ε,N(y)− fx,ε,N(x)| ≤ Cd(x, y).

Thus, dε(x, y) ≤ Cd(x, y) for all x, y and for all ε > 0. Hence, we can obtain a path
γ from x to y with `(γ) ≤ Cd(x, y), and this shows quasi-convexity.
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5.4 Lecture Four: Newton–Sobolev Spaces of in-

finity type

5.4.1 Metric measure spaces

Let (X, d) be a metric space. A mapping µ is a Borel regular mapping if

• µ is a outer measure defined on every subset of X;

• every Borel set A in X is measurable, i.e. for all E ⊆ X there holds µ(E) =
µ(E ∩ A) + µ(E \ A);

• every E ⊆ X is contained in some Borel set A such that µ(E) = µ(A);

• we also require that for all x ∈ X and r > 0 there holds 0 < µ(B(x, r)) <∞.

Definition 5.4.1. The measure µ is doubling if there exists a constant C ≥ 1 such
that for all balls B(x, r) there holds

µ(B(x, 2r)) ≤ Cµ(B(x, r)).

We recall the following well-known lemma.

Lemma 5.4.2. The measure µ is doubling if and only if there exist constants C ′ ≥ 1
and s > 0 such that for all x, y ∈ X, 0 < r ≤ R with x ∈ B(y, r) there holds

µ(B(x, r))

µ(B(y,R))
≤ C ′

( r
R

)s
.

5.4.2 Newtonian–Sobolev spaces N 1,∞(X)

In classical situation let Ω ⊆ Rn open. Then we define

W 1,∞(Ω) = {u ∈ L∞(Ω) : u admits a distributional gradient ∇u ∈ L∞(Ω,Rn)};

for all i = 1, . . . , n we have
∂u

∂xi
∈ L∞(Ω).

Recall that

D∞(Ω) = {u : Ω→ R | u is bounded and ∃L > 0 s.t. u is L-locally Lipschitz on Ω}.

Theorem 5.4.3. If Ω is an open subset of Rn, then W 1,∞(Ω) = D∞(Ω).
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Proof. It is enough to consider the case when Ω = B is a ball.

1. If u ∈ W 1,∞(B) then u ∈ W 1,p(B), p > n, and the Sobolev embedding
theorem gives that u is continuous. In the same way we can see that it is Lipschitz.

2. If u is uniformly locally Lipschitz then, by Rademaher theorem, u is differen-
tiable a.e. and the classical gradient ∇u defined a.e. is a distributional gradient.

Corollary 5.4.4. If Ω is quasi-convex then W 1,∞(Ω) = Lip∞(Ω).

The idea in the following: (Heinonen, Koskela, Shanmugalingam)

If u : Ω → R is smooth and γ : [a, b] → Ω is a rectifiable path from x to y,
then u ◦ γ : [a, b]→ R is absolutely continuous, and we may apply the Fundamental
Theorem of Calculus: we have that

|u(y)− u(x)| = |u(γ(b))− u(γ(a))| =
∣∣∣∣ˆ b

a

(u ◦ γ)′(t)dt

∣∣∣∣
≤
ˆ b

a

|∇u(γ(t))| · |γ′(t)|dt =

ˆ b

a

|∇u(γ(t))|dt

since we may assume that |γ′(t)| = 1 by considering the arc-length parameterization
of γ. Hence,

|u(y)− u(x)| ≤
ˆ
γ

‖∇u‖

for every rectifiable path γ from x to y.

Next we will generalize the definition of a gradient to measure spaces.

Definition 5.4.5. Let (X, d, µ) be a metric measure space and u : X → R. We say
that a non-negative Borel function g : X → [0,∞] is an upper gradient for u if

|u(y)− u(x)| ≤
ˆ
γ

g

for every rectifiable path γ from x to y.

Remarks 5.4.1. 1. If it happens that u ∈ C∞(Ω) then we may choose g = |∇u|
in the above definition.

2. If g is an upper gradient and g̃ = g a.e. then g̃ may not be an upper gradient.
Indeed, we may have that g̃ ≡ +∞ on Imγ.
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We denote

Υ = {γ : [a, b]→ X | γ is a non-constant rectifiable path}.

Definition 5.4.6 (Modulus of a family of paths). Let Γ ⊆ Υ be a family of non-
constant rectifiable paths on X. For 1 ≤ p <∞ we define

Modp(Γ) = inf
ρ

{ˆ
X

ρpdµ | ρ : X → [0,∞] Borel and

ˆ
γ

ρ ≥ 1 for all γ ∈ Γ

}
.

For p =∞ we define

Mod∞(Γ) = inf
ρ

{
‖ρ‖L∞ | ρ : X → [0,∞] Borel and

ˆ
γ

ρ ≥ 1 for all γ ∈ Γ

}
.

Remark 5.4.7. Modp is an outer measure on Υ. We say that a property holds for
p-a.e. path if it holds except for a set of paths with Modp = 0.

Lemma 5.4.8. Suppose Γ ⊆ Υ. Then the following are equivalent:

(a) Mod∞(Γ) = 0

(b) There exists ρ ∈ L∞(X) such thatˆ
γ

ρ = +∞ for all γ ∈ Γ.

Proof. (a)⇒ (b) : By (a), for all n ∈ N there exists ρn ∈ L∞(X) such thatˆ
γ

ρn ≥ 1 and ‖ρn‖L∞ <
1

2n
.

Consider ρ =
∑∞

n=1 ρn. Then

‖ρ‖L∞(X) ≤
∞∑
n=1

1

2n
= 1,

hence ρ ∈ L∞(X), and ˆ
γ

ρ =
∞∑
n=1

ˆ
γ

ρn = +∞.

(b)⇒ (a) : For every n ∈ N, consider ρn = 1
n
ρ ∈ L∞(X) with

‖ρn‖L∞ ≤
1

n
‖ρ‖L∞ → 0 and

ˆ
γ

ρn =
1

n

ˆ
γ

ρ = +∞ ≥ 1.

We see that Mod∞(Γ) = 0 for such a family.



114 CHAPTER 5. JARAMILLO

Definition 5.4.9. Let (X, d, µ) be a metric measure space and u : X → R. We say
that a non-negative Borel function g : X → [0,+∞] is an (∞)-weak upper gradient
for u if

|u(y)− u(x)| ≤
ˆ
γ

g

for ∞-a.e. rectifiable path γ from x to y.

Lemma 5.4.10. If g is an ∞-weak upper gradient and ε > 0 then there exists gε
upper gradient such that g ≤ gε and ‖g − gε‖L∞ < ε.

Proof. Let Γ be the set of paths for which g is not an upper gradient. Then
Mod∞(Γ) = 0. By Lemma 5.4.8 there exists ρ ∈ L∞(X) with

ˆ
γ

ρ = +∞ for all γ ∈ Γ.

We define

gε = g +
ερ

1 + ‖ρ‖L∞
≥ g

Definition 5.4.11. Let (X, d, µ) be a metric measure space. We define

Ñ1,∞(X) = {u ∈ L∞(X) : ∃ ∞-weak upper gradient g ∈ L∞(X)}
‖u‖Ñ1,∞ = ‖u‖L∞ + inf

g
‖g‖L∞

where the last term in the summation is called the energy semi-norm. We say that
u ∼ v in Ñ1,∞(X) if ‖u− v‖Ñ1,∞ = 0. Note that ‖·‖Ñ1,∞ is not a norm and we need
to take quotients. Thus, we define

N1,∞(X) = Ñ1,∞(X)/ ∼
‖u‖N1,∞ = ‖u‖Ñ1,∞ .

Then (N1,∞(X), ‖·‖N1,∞) is a Banach space (Shanmugalingam).

Definition 5.4.12. For E ⊂ X we define

Cap∞(E) = inf{‖u‖N1,∞ : u ∈ N1,∞, u|E ≥ 1}.

Cap∞ is an outer measure on X.
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Remarks 5.4.2. 1. It may happen that u ∈ N1,∞ and u = v a.e. but v /∈ L1,∞.
Indeed, let X = [−1.1] with the Lebesgue measure. Consider u ≡ 1 ∈ N1,∞

and

v =

{
1, if x 6= 0

∞, if x = 0.

Then u = v a.e. Let us show that v /∈ L1,∞. Suppose, for a contradiction, that
g is an upper gradient for v. Then we have that

|v(0)− v(1)| ≤
ˆ
γ

g for all paths γ from 0 to 1.

But since |v(0)− v(1)| = +∞, this implies that

ˆ
γ

g = +∞ and hence g /∈ L∞(X).

2. But if u = v everywhere except the set of E with Cap∞(E) = 0, then u ∈ N1,∞

if and only if v ∈ N1,∞.

Proposition 5.4.13. Let (X, d, µ) be a metric measure space. Then D∞(X) ↪→
N1,∞(X) and ‖·‖N1,∞ ≤ ‖·‖D∞.

Proof. Suppose u ∈ D∞(X). Then we see that g = Lipu is an upper gradient for u.
Let γ be a rectifiable path from x to y and suppose γ is parameterized by arc-length
(hence, 1-Lipschitz). Then u ◦ γ : [a, b] → R is pointwise Lipschitz. By Stepanov
differentiation theorem1, u ◦ γ is differentiable a.e. on [a, b]. Hence,

|u ◦ γ(b)− u ◦ γ(a)| ≤
ˆ 1

0

|(u◦)′(t)|dt ≤
ˆ 1

0

Lipu(γ(t))dt =

ˆ
γ

Lipu.

5.4.3 Sobolev spaces M 1,p(X) (Hajtasz)

Definition 5.4.14. Let (X, d, µ) be a metric measure space, and 1 ≤ p ≤ ∞.
M1,p(X) is the space of all functions u ∈ Lp(X) such that there exist N ⊆ X,µ(N) =
0, and 0 ≤ g ∈ Lp(X) with

|u(x)− u(y)| ≤ (g(x) + g(y))d(x, y) for all x, y ∈ X \N.
1Stepanov differentiation theorem: Let Ω ⊂ Rn be open and f : Ω→ Rn. Then f is differentiable

a.e. on {x ∈ Ω: Lipf(x) <∞}
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For such functions u we define

‖u‖M1,p = ‖u‖Lp + inf
g
‖g‖Lp (where g satisfies the above conditions).

Remarks 5.4.3. 1. (M1,p(X), ‖·‖M1,p) is a Banach space (we saw this on Shan-
mugalingam’s course).

2. For p =∞, u ∈M1,∞(X) implies that u is Lipschitz on X \N which is dense
in X. Thus, u can be extended to a Lipschitz function in X, and we see that
Lip∞(X) = M1,∞(X).

3. In general, Lip∞(X) = M1,∞(X) ⊂ D∞(X) ⊂ N1,∞(X) for 1 ≤ p < ∞. We
also have M1,p(X) ↪→ N1,p(X) with ‖·‖N1,p(X) ≤ 2 ‖·‖M1,p(X). For example,

if X is the snowflake then X has no rectifiable path and thus, M1,p(X) 6=
N1,p(X) = Lp(X).

5.5 Lecture Five: Poincaré inequalities

Definition 5.5.1. We say that (X, d, µ) admits a p-Poincaré inequality (p-PI) for
1 ≤ p < ∞ if there exists C > 0 and λ ≤ 1 such that for all Borel functions
u : X → R and all g : X → [0,∞] which are upper gradients for u there holds that

−
ˆ
B

|u− uB|dµ ≤ Cr

(
−
ˆ
λB

gpdµ

)1/p

∀ balls B = B(x, r).

Here λB = B(x, λr), and as usual

fE = −
ˆ
E

f =
1

µ(E)

ˆ
E

fdµ

denotes the integral average of f ∈ L1
loc(x) over a measurable set E.

5.5.1 The Euclidean case Rn

For X = Rn we have

(5.5.1) −
ˆ
B

|u− uB|dLn ≤ Crad(B)

(
−
ˆ
λB

‖∇u‖p dLn
)1/p

(λ = 1).

Reference: Heinonen: ”Nonsmooth calculus” Bull AMS 2007

In case (5.5.1) holds with λ > 0, we say that the space admits a weak p-
Poincaré inequality.
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Remark 5.5.2. If X is a geodesic space then we can choose λ = 1.

Cheeger: Suppose X is doubling and admits p-Poincaré inequality for some
1 < p < ∞. Then X admits a so-called “measurable differentiable structure”
with respect to which every Lipschitz function f : X → R is differentiable a.e.
(Rademacher theorem holds). This gives measurable cotangent structure on X:
for every f ∈ Lip(X) there is df a.e.

S. Keith extended the result of Cheeger (Lip-lip condition). For f ∈ Lip(X),
let

Lipf(x) = lim sup
y→x

|f(x)− f(y)|
d(x, y)

= lim sup
r→0

[
sup

y∈B(x,r)

|f(x)− f(y)|
d(x, y)

]

lipf(x) = lim inf
y→x

|f(x)− f(y)|
d(x, y)

.

Then X satisfies the Lip-lip condition if there exists K > 0 such that

Lipf(x) ≤ Klipf(x) for e.a. x ∈ X, ∀ f ∈ Lip(X).

Remark 5.5.3. By Hölders inequality, if X admits p-Poincaré inequality for some
1 < p <∞ then X admits g-Poincaré inequality for all q ≥ p.

Theorem 5.5.4 (Keith–Zhong, 2008). Suppose (X, d, µ) is doubling and admits
p-PI for some 1 < p <∞. Then there exists ε > 0 such that X admits (p− ε)-PI.

Theorem 5.5.5. Suppose (X, d, µ) is doubling and admits p-PI for some 1 < p <∞.
Then M1,p(X) = N1,p(X) with equivalent norms.

In the Euclidean case X = Rn and with 1 < p < ∞ there holds M1,p(Rn) =
N1,p(Rn) = W 1,p(Rn).

Definition 5.5.6. We say that (X, d, µ) satisfies ∞-PI if there exist C > 0 and
λ ≥ 1 such that for all Borel functions u : X → R and all g : X → [0,∞] which are
upper gradients for u and all balls B there holds that

−
ˆ
B

|u− uB|dµ ≤ Crad(B) ‖g‖L∞(λB) .

Remark 5.5.7. p-PI implies ∞-PI but the reverse implication is not true. Indeed,
consider X = {(x, y) ∈ R2 : − x ≤ y ≤ x} with

dµ = e
− 1
|x|2 dL2.

In this case µ is not doubling.
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Open problem 5.5.1. Is there an equivalence between ∞-PI and the Lip-lip-
condition?

Definition 5.5.8. (X, d, µ) is thick-quasiconvex if there exists C > 0 such that for
all x, y ∈ X, 0 < ε < 1

4
d(x, y) and E ⊂ B(x, ε), F ⊂ B(y, ε) with µ(E)µ(F ) > 0

there holds that
Mod∞(Γ(E,F,C)) > 0

where Γ(E,F,C) = {γ : γ is a path from p ∈ E to q ∈ F with `(γ) ≤ Cd(p, q)}.

Theorem 5.5.9. Suppose (X, d, µ) is doubling and admits ∞-PI. Then X is thick-
quasiconvex.

Remark 5.5.10. If (X, d, µ) is complete and doubling, then thick-quasiconvexity im-
plies quasiconvexity. To see this, first note that completeness and the doubling
property imply that X is proper. Indeed, we notice that B̄(x, r) is precompact: by
assuming that it is not, we consider a maximal ε-net in B̄(x, r) which is infinite;
then µ(B̄(x, r)) = +∞ which is a contradiction (since µ is doubling and thereby
locally finite).

Then we choose {εj} with εj → 0. For all j ∈ N we find γj from xj ∈ B(x, ε)
to yj ∈ B(y, ε) with `(γj) ≤ Cd(xj, yj) ≤ 2Cd(x, y). Since X is proper, by Arzela–
Ascoli, there exists {γik} with γik → γ with `(γ) ≤ 2Cd(x, y) implying also that γ
is a path from x to y.

Theorem 5.5.11 (Durand, J, Shanmugalingam). Suppose (X, d, µ) is complete and
doubling. Then the following conditions are equivalent.

• X admits ∞-PI;

• X is thick-quasiconvex;

• Lip∞(X) = N1,∞(X) with comparable energy semi-norms (i.e. there exists
C > 0 s.t. for all u ∈ N1,∞(x) we have

C inf{‖g‖L∞ : g an upper gradient for u} ≥ Lipu.)



Chapter 6

Magnani

6.1 Lecture 1: Preliminaries

Before introducing stratified groups, let us first introduce the following notion.

6.1.1

We say that W is a graded vector space if there exists W1, ...,Wι nontrivial linear
subspaces such that W = W1 ⊕ ...⊕Wι, ι ∈ N+. This means that any w ∈ W can
be uniquely written as w = w1 + ...+ wι, where w` ∈ W` for any ` = 1, ..., ι. Then
the projections H̃W`

(w) = w`, H̃W`
: W → W` are well defined.

• The elements of W` are called homogeneous vectors of degree `.

• We set the integers

m0 = 0 and m` =
∑̀
s=1

dimWs

for all ` = 1, 2, ..., ι and define

– The degree function d : {1, ..., dimW} → {1, ..., ι}, dj = i ⇐⇒ i ∈
N+ is the unique integer such that mi−1 < j ≤ mi.

– a graded basis (e1, ..., en) of W is a basis of W such that for all ` =
1, ..., ι,

(em`−1+1, em`−1+2, ..., em`)

is a basis of W`.

119
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6.1.2

We say that a graded vector space G = H ⊕ ... ⊕ Hι has a triangular group
operation if there exists a polynomial mapping p : G×G→ G such that

1. p(x, y) =
∑ι

`=1 p`(x, y) with p` ∈ H` ∀x, y ∈ G.

2. p`(x, y) = p`

(∑`−1
s=1 xs,

∑`1
s=1 ys

)
, with xs, ys ∈ Hs, 2 ≤ ` ≤ ι, 1 ≤ s ≤ ι.

3. p(tx, τx) = 0∀t, τ ∈ R ∀x ∈ G, and

4. x · y = x+ y + p(x, y) ∀x, y ∈ G defines a group operation of G.

• Example 1
G = H1, p ≡ 0, x · y = x + y is the trivial triangular group operation, where
the group structure coincides with the linear structure of G.

• Example 2
G = H1 ⊕H2, p2 : H2 ×H1 → H2 a bilinear skew-symmetric mapping,
p(x, y) = p2(x1, y1), x · y = x+ y + p2(x1, y1) is a triangular group operation.

– This is indeed the general model for any two step stratified group.

• Exercise 1
Show in the previous example that x ·y is indeed a triangular group operation.

• Exercise 2
Let G be a graded vector space equipped with a graded basis and a triangular
group operation. Let `x : Rn → Rn, `x(z) = x · z w.r.t. the basis. Show that
the Euclidean Jacobian of `x is one, namely, the left translation `x preserves the
Lebesgue measure. (Hint: Show that the Jacobian matrix is upper triangular
with ones on the diagonal.)

6.1.3 Vector Fields on Vector Spaces and Lie Algebras

Let W be an n−dimensional vector space with a basis (e1, ..., en) and the corre-
sponding coordinates (ξ1, ..., ξn) ∈ Rn with x =

∑n
j=1 ξjej. A smooth vector field

X ∈ X(W ) is X(x) =
∑n

j=1 dj(x)ej dj ∈ C∞(W ). We canonically identify X with

the derivation X : C∞(W ) → C∞(W ) defined as Xu(x) =
∑n

j=1 dj(x) ∂
∂ξj
u(x),

hence X =
∑n

j=1 dj∂ξj is an equivalent notion. This correspondence is a linear
isomorphism.
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6.1.4

For X =
∑n

j=1 dj∂ξj , and Y =
∑n

j=1 bj∂ξj ,

[X, Y ] =
n∑

i,j=1

(di∂ξibj − bi∂ξidj)∂ξj

is a new vector field called a Lie bracket of X and Y . It vanishes if and only if the
vector fields “commute”.

6.1.5 Left Invariant Vector Fields and Lie Algebras

Let G be a graded linear space equipped with a triangular polynomial group oper-
ation. Let X ∈ X(G) be a vector field. We say that X is left invariant if for any
x ∈ G

X(x) = d`x(0)X(0)

where `x : G→ G, `x(z) = x · z is the left translation by x.

Proposition 6.1.1. If X, Y are left invariant, then so is [X, Y ].

The linear combinations of left invariant vector fields of G form its Lie algebra,
denoted by G.

• Exercise 3
Show that any left invariant vector field satisfies X(x ·y) = d`x(y)X(y) ∀x, y ∈
G.

• Exercise 4
Observing that [X, Y ]u = XY u−Y Xu ∀u ∈ C∞(G) as a derivation, show the
following:

Jacobi identity: [X, [Y, Z]] + [Y, [Z,X]] + [Z, [X, Y ]] = 0.

• Exercise 5
Show that dimG = dimG.
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• Exercise 6
Let G be equipped with a triangular group operation. Show that the left
invariant vector fields X1, ..., Xn spanned by a graded basis (e1, ..., en) have
the form

Xj(x) = ∂ξj +
n∑
i=1

dij(x)∂ξi

where dij(x) = ∂
∂ηj
pi(x, η)

∣∣∣
η=0

and

dij(x) = dij

 ∑
ds≤d`−1

ξses

 ,

Where p(x, y) =
∑n

i=1 p
i(x, y)ei.

6.2 Lecture 2: Stratified Groups

6.2.1

Let S,W ⊂ G be linear subspaces of the Lie algebras of G equipped with a triangular
group operation. Then we set

[S,W ] = span {[X, Y ] : X ∈ S, Y ∈ W} .

Let G be a graded vector space with grading G = H1⊕...⊕Hι and let G be equipped
with a triangular group operation. Define the subspaces

V` := {X ∈ G : X(0) ∈ H`}

where G is the Lie algebra of G. Then G is stratified if

i. [V1, V`] = V`+1 ∀` = 1, 2, ..., ι− 1.

ii. [V1, Vι+1] = {0}.

iii. it is canonically equipped with dilations

δr : G→ G, δrx =
ι∑

`=1

r`x` ∀r > 0.

Theorem 6.2.1. Let G be a stratified group. Then the dilations δr5 : G → G are
group homomorphisms, namely δ(x · y) = (δrx)(δry) ∀r > 0, ∀x, y ∈ G.
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Main point of the proof: Observe that the exponential mapping exp : G → G
is expX = X(0). We are looking at the group in the best possible system of
coordinates.

• Exercise 7
Let G be a stratified group equipped with dilations δr : G → G, r > 0.
Let (e1, ..., en) be a graded basis and let di be the degree of ei. Show that
δrx =

∑n
i=1 r

diξiei, where x =
∑n

j=1 ξiej. Conclude that

Jδr = r
∑n
i=1 di (the Euclidean Jacobian of δr seen as a mapping of Rn)

If G = H1 ⊕ ...⊕Hι, conclude that

n∑
i=1

di =
ι∑

j=1

j dimHj.

(This is the homogeneous dimension of G.)

• Exercise 8
Let G be a stratified group with dilations δr and triangular group operation
given by p. Show that δrp

j(x, y) = rdjp(x, y) ∀j = 1, ..., n. Then conclude
that the linear independent vector fields are

Xj(x) = ∂ξj +
∑
i:di>dj

dij(x)∂ξi

snd dij(δrx) = rdi−djdij(x). Hence

dij(x) = dij

∑
dp<di

ξpep

 .

6.2.2

A homogeneous norm || · || : G→ [0,+∞) is a continuous function such that

1. ||x|| = 0 iff x = 0.

2. ||δrx|| = r||x|| ∀x ∈ G, ∀r > 0.

3. ||x · y|| ≤ ||x||+ ||y|| ∀x, y ∈ G.

4. ||x|| = ||x−1|| ∀x ∈ G.
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6.2.3

A homogeneous distance d : G × G → [0,+∞) is a continuous distance on G
such that

1. d(x · y, x · z)d(y, z) ∀x, y, z ∈ G.

2. d(δrx, δy) = rd(x, y) ∀x, y ∈ G, ∀r > 0.

• Exercise 9
Show that any homogeneous norm ||·|| defines a homogeneous distance d(x, y) :=
||x−1y|| and conversely, and homogeneous distance defines a homogeneous
norm ||x|| := d(x, 0).

In analogy with linear spaces, where norms are characterized by bounded,
symmetric, and convex open sets, homogeneous norms can also be characterized by
a special class of “generalized” convex sets”.

6.2.4

We say that A ⊂ G is Minkowski convex if or any 0 < t < 1, x, y ∈ A =⇒
(δtx)(δ1−ty) ∈ A. Furthermore, we say that A is balanced if x ∈ A =⇒ x−1 ∈ A.

Theorem 6.2.2 (Hebisch-Sikora, 1990).

a) Let A be an open, bounded, balanced, and Minkowski convex set of G. Then
||x|| = inf{t > 0 : δ1/tx ∈ A} is a homogeneous norm on G.

b) If || · || is a homogeneous norm, then {x ∈ G : ||x|| < 1} is open, bounded,
balanced, and Minkowski convex.

c) In any stratified group there exists an open, bounded, balanced, and Minkowski
convex set A such that

i) ∂A is smooth.

ii) d
dt

(δtx)
∣∣
t=1

/∈ Tx∂A for all x ∈ ∂A.

and this implies that || · || is smooth.

Statements a) and b) are simple exercises, whereas c) requires more work, the
details are in the original paper.
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• Example 3 The Heisenberg group.
Hn = H1 ⊕H2, dimH1 = 2n, dimH2 = 1,
x · y = x+ y + w(x1, y1)
x : H1 ×H1 → H2 ' R skew-symmetric non-degenerate.
δrx = rx1 + r2x2 dilation.
Without invoking the general theorem about existence of smooth homogeneous
norms, we can construct explicitly an example of a homogeneous norm. We
fix an Euclidean norm | · | on Hn that makes H1 and H2 orthogonal, hence
||x|| = max{|x1|,

√
α|x2|} where 0 < α ≤ 2

c
if |x(x1, y1)| ≤ c|x1||y1|.

Remark 6.2.3. Hn equipped with the previous group operation and dilations
is called the (2n+ 1)−dimensional Heisenberg group.

• Exercise 10
Let w(x1, y1) =

∑n
j=1(ξjηj+n− ξn+jηj)e2n+1, where (e1, ..., e2n) is a basis of H1

and e2n+1 spans H2. x1 =
∑2n

j=1 ξjej, y1 =
∑2n

j=1 ηjej with both belonging to
H1.

a) Compute the vector fields X1, ..., X2n+1 of the lie algebra of Hn, where
Xi(0) = ei.

b) Show that Hn is a stratified group.

c) Show that ||x|| = max{|x1|,
√
α|x2|}, with α as in example 3, is indeed a

homogeneous norm.

6.2.5 Geometric Measures on Stratified Groups

Let (X, d) be a metric space, let α > 0 and choose cα > 0 as a “normalizing factor”,
and t > 0. Then

Hα
t (E) = inf

{
∞∑
j=1

cα

(
diam Ej

2

)α
: E ⊂

∞⋃
j=1

Ej, diam Ej ≤ t

}
is the “size t−approximating measure”, andHα(E) = supt>0Hα

t (E) is the α−dimensional
Hausdorff measure. For x ∈ X and r > 0, define the closed ball D(x, r) = {z ∈ X :
d(z, x) ≤ r}. Clearly diam D(x, r) ≤ 2r, and in general the inequality is strict.

X = [0, 1]2 diam D(0, 1) = 1 < 2
Euclidean norm
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• Exercise 11
Show that in a stratified group G equipped with a homogeneous norm, D(x, r) =
2r

6.2.6

Assume that in (X, d) we have diam D(x, r) = 2r ∀x ∈ X, ∀r > 0, define

Sαt (E) = inf
{∑∞

j=1 cαr
α
j : E ⊂

⋃∞
j=1Ej, diam Ej ≤ t

}
Sα = supt>0 Sαt

• Exercise 12
Show that Hα ≤ Sα ≤ 2αHα.

Hint: E ⊂
∞⋃
j=1

Ej, diam Ej ≤ t Sα2t(E) ≤
∞∑
j=1

cα(diamEj)
α

Proposition 6.2.4. If Hα(E) > 0, then Hβ(E) = +∞ ∀β < α, and if Hα(E) <
+∞, then Hβ(E) = 0 ∀β > α.

Proof. With diam Ej ≤ t, E ⊂
⋃
Ej, we have

cβ

∞∑
j=1

(diam Ej)
β

2β
≥ cβt

β−α
∞∑
j=1

(diam Ej)
α

2β

≥ cβt
β−αHα

t (E)

=⇒ Hβ
t (E) ≥ tβ−αHα

t (E)

The remaining part is analogous.

The Hausdorff dimension is given by

H− dim(E) = inf{β > 0 : Hβ(E) = 0}.

Remark 6.2.5. 0 < Hβ(E) < +∞ =⇒ β = H− dim(E).

In the Euclidean space (X, d) = (Rk, | · |), α = k, taking ck = Lk({x ∈ Rk :
|x| ≤ 1}) in the definition of Hk

|·|, 1 ≤ k ≤ n, the classical area formula yields for a
chart ϕ : A→ U of a k−dimensional submanifold Σ.

Hk
|·|(U) =

ˆ
A

Jϕ(x)dLk(x),
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where Jϕ(x) = ||∂ξ1ϕ(x) ∧ ... ∧ ∂ξkϕ(x)|| =
√

det(Dϕ(x)TDϕ(x)) is the Jacobian
of ϕ. Notice that as a quick exercise, one can check that the Euclidean space and
more general finite dimensional Banach spaces coincide with commutative stratified
groups, where δrx = rx.

6.2.7 General Motivating Question

Dow we have a “nice integral formula” to represent the “natural measure” of sub-
manifolds in stratified groups equipped with their homogeneous distance?
The proof of the classical area formula relies on the property of Lipschitz mappings
with respect to the Hausdorff measure, and the fact that surfaces in the Euclidean
space, with respect to the induced metric, can be parameterized by Lipschitz map-
pings.

Lemma 6.2.6 (Vitali). Let F be a family of closed balls with uniformly bounded
radius. It follows that there exists a disjoint subfamily G ⊂ F such that⋃

D

∈ FD ⊂
⋃
D∈G

5D

The proof is elementary and relies on the Hausdorff principle.

Theorem 6.2.7. Let(X, d) be a metric space equipped with a Borel regular outer
measure that is finite on bounded sets. Let A ⊂ X and let 0 < α < β and assume
that ∀x ∈ A we have

α < lim
r↘0

µ(D(x, r))

cqrq
< β.

It follows that
5−qαSq(A) ≤ µ(A) ≤ 2qβSq(A).

Proof. It is not restrictive to assume that both A and V are bounded...
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Chapter 7

Valentino

7.1 Lecture One: Sobolev Spaces

7.1.1 Differentiability and Smoothness in Rn

Let Ω ⊂ Rn be open, let x0 ∈ Ω define and let f : Ω→ R

• Define what it means for f to be differentiable at x0.

• Define what it means for f to be smooth at x0.

We will denote n times differentiable functions by Cn(Ω) and smooth functions by
C∞(Ω).

7.1.2 Sobolev spaces in Rn by completing the smooth func-
tions

Let p ∈ (1,∞) and f ∈ C∞(X), define the first Sobolev norm by

‖f‖W 1,p(Ω) = ‖f‖Lp(Ω) + ‖∇f‖Lp(Ω).

• Show that ‖ · ‖W1,p is a norm.

The set of smooth functions C∞ with the first Sobolev, ‖ − ‖W1,p(Ω) is a normed
vector space.

• Show that the normed vector space (C∞(Ω),W 1,p is not a Banach space.

129
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The completion of the smooth functions on Ω with respect to the norm ‖−‖W 1,p(Ω) is
called the first p Sobolev space and is denoted by W 1,p(Ω). It consists of functions
in Lp(Ω) with a gradient in Lp(Ω,Rn).

7.1.3 Integration by Parts and Weak Derivatives

If f ∈ C∞(Ω) and ϕ ∈ C∞c (Ω,Rn) then

(7.1.1)

ˆ
Ω

〈ϕ(x),∇f(x)〉dx = −
ˆ

Ω

f(x)∇ · ϕ(x)dx

by applying integration by parts and the fact that ϕ has compact support. For
f : Ω→ R measurable there exists an operator df : C∞c (Ω,Rn)→ R given by

df(ϕ) = −
ˆ

Ω

f(x)∇ · ϕ(x)dx.

The idea is that when f is differentiable we have

df = 〈−,∇f〉,

by equation 7.1.1, so this operator is a replacement for derivatives for functions that
don’t have them.

• What are the functions f such that there exists some V : Ω → Rn such that
for all ϕ :∈ C∞c (Ω) we have

df(ϕ) =

ˆ
Ω

〈V (x), ϕ(x)〉?

Functions which have these are called weakly differentiable. The following exer-
cise shows that they don’t always exist.

• We claim that the function f : R2 → R defined by

f(x, y) =

{
1, x > 0

0. x ≤ 0

does not have such a V .

When a function does have a weak derivative we should observe we can change
the definition of V on a set of measure zero and get another weak derivative. The
weak derivitive is unique up to a set of measure zero.
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7.1.4 Sobolev spaces by existence of weak derivatives

If f ∈ Lp has a weak derivative ∇f then on the subset of functions which have a
weak derivative we can define the first Sobolev norm as

‖f |W 1,p(Ω) = ‖f‖Lp(Ω) + ‖∇f‖Lp(Ω).

The Sobolev Space could then be defined as the set of weak differentiable functions
in Lp with bounded first Sobolev norm.

7.1.5 Equivalence of two ways of defining Sobolev spaces

We have given two ways of defining the Sobolev Spaces. The first is as the completion
of C∞(Ω) with respect to ‖−‖W 1,p and the second as the subspace of Lp(Ω) of weakly
differentiable functions with bounded Sobolev norm.

Theorem 7.1.1 (Serrin). Both approaches to defining the Sobolev space

Let ψ : R → R be a smooth non-negative function with compact support.
Define η(x) = ψ(|x|). For f ∈ W 1,p(Ω) we can define for every ε > 0

(f ∗ ηε)(x) =
1

εn

ˆ
Rn
f(y)η(

x− y
ε

)dy.

By approximations of the identity this converges to f in Lp sense as ε → 0. Next
we have

∂j(f ∗ ηε) = f ∗ ∂jηε
= ∂jf ∗ ηε

which approaches ∂jf as ε→ 0 for every j. This gives a sequence of approximations
of f ∈ W 1,p(Ω) by smooth functions.

7.1.6 absolute continuity

A function f : Ω→ R is absolutely continuous along γ : [0, 1]→ Ω provided the
following holds:

For all ε > 0 there exists δ > 0 such that for every collection of intervals
[a1, b1], [a2, b2], . . . , [ak, bk] ⊂ [0, 1] we have∑

i

|bi − ai| < δ =⇒
ˆ
∑

[ai,bi]

f ◦ γ < ε.
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7.1.7 convention: parametrizing in terms of arclength

Let γ ⊂ Ω be a curve of finite length and let f ∈ C∞(Ω). We can view γ as
γ : [0, 1]→ Ω. We have the inequality

|f(yγ)− f(xγ)| ≤
ˆ 1

0

|∇f(γ(t))||γ′(t)|dt,

where y(γ) is the end point of the curve and xγ is the end point of the curve. We
will parametrize curves in term of arclength so the the norm of the derivative will
be equal to one reducing the above expression to

|f(yγ)− f(xγ)| ≤
ˆ 1

0

|∇f(γ(t))|dt.

7.1.8 criteria for absolute continuity

Proposition 7.1.2. Suppose that f : Ω→ R and γ is a rectifiable curve in Ω. Also
suppose that there exists some g : Ω→ [0,∞] measurable such thatˆ

γ

gds <∞

and such that for all subcurves β ⊂ γ we have

|f(yβ)− f(xγ)| ≤
ˆ
β

gds.

Then, f ◦ γ is absolutely continuous and |(f ◦ γ)′| ≤ g ◦ γ pointwise.

• Using the definition of absolute continuity prove the above proposition.

7.1.9 the Poincaré inequality

This number is about the Poincaré inequality. For a set A we use the following
notation for integral average

−
ˆ
A

f =
1

|A|

ˆ
A

f.

Proposition 7.1.3 (Poincaré Inequality). For f ∈ C∞(Ω) and x0 ∈ Ω let r > 0 be
such that B(x0, r)) ⊂ Ω

−
ˆ
B(x0,r)

|f(y)− f(x0)| ≤ cn

ˆ
B(x0,r)

|∇f(z)|
|z − x0|n−1

.
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Proof. The left hand side of the above we convert to polar coordinated

1

anrn

ˆ
B

|f(y)− f(x)|dy =
1

anrn

ˆ r

0

ρn−1

ˆ
Sn−1

|f(ρ, θ)− f(x0)|dθdρ

where the volume of the n dimensional ball or radius r in anr
n we let y = (ρ, θ)

where θ ∈ Sn−1 and ρ ∈ [0, r]. Since we have

|f(ρ, θ)− f(x0)| = |
ˆ ρ

0

∇f(s, θ)ds| ≤
ˆ ρ

0

|∇f(s, θ)|ds

we have

1

anrn

ˆ r

0

ρn−1

ˆ
Sn−1

|f(ρ, θ)− f(x0)|dθdρ ≤ 1

anrn

ˆ r

0

ˆ ρ

0

ˆ
Sn−1

|∇f(s, θ)|
sn−1

sn−1dθdsdρ

=
1

anrn

ˆ r

0

ˆ
B(x0,ρ)

|∇f(z)|
|z − x0|

dzdρ

=
1

nan

ˆ r

0

|∇f(z)|
|z − x0|n−1

dz.

as an application of Fubini’s Theorem.

Remark 7.1.4. The expression
|∇f(z)|
|z − x0|n−1

is called the Reisz Potential of |∇f |

7.2 Lecture 2

7.2.1

Last time we showed the Poincare Inequality. This Inequality still holds if we enlarge
the Ball we are taking the integral over.

Proposition 7.2.1. For x ∈ B and f ∈ L1
loc(Ω) we have

(7.2.1) −
ˆ
B

|f(x)− f(y)| ≤ C

ˆ
4B

|∇f(z)|
|z − x|n−1

dz

.

Consider the operator IB which takes in functions V : Rn → R and is defined
by

IB(V )(x) :=

ˆ
4B

|V (z)|
|z − x|n−1

dz.
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Proposition 7.2.2. The operator IB is a bounded operator Lp(4B)→ Lp(4B).

The strategy is to control this operator by the Hardy-Littlewood maximal
function

Mf(x) := sup
B3x

1

|B|

ˆ
B

f(y)dy

which is known to be a bounded function. The proof will allso use the Lebesgue
differentiation theorem which states that

1

|B|
f(y)dy → f(x) as |B| → 0

where the balls are contain x and the limit exists almost everywhere.

Proof. Let Bi = B(x, 2−ir) for i ≥ 0 then

IB(V )(x) =
∞∑
i=0

ˆ
Bi\Bi+1

g(z)

|z − x|n−1
dz

≤
∞∑
i=0

ˆ
Bi\Bi+1

g(z)

(2−ir)n−1
dz

≤
∞∑
i=0

1

(2−ir)n−1

ˆ
Bi

g(z)dz

≤
∞∑
i=0

an2/r

|Bi|

ˆ
Bi

g(z)dz

≤
∑

(Mg)(x)

then use the boundedness of the maximal function.

|f(x)−−
ˆ
B(x,r)

f(y)dy ≤ −
ˆ
B(x,r)

|f(x)− f(y)|dy

|f − fB| ≤ C

ˆ
4B

|∇f(z)|
|z − x|n−1

dz

Let g ∈ W 1,p and take gn ∈ C∞(Rn) such that gn → g as n→∞ in the W 1,p

norm.

Proposition 7.2.3. For f ∈ W 1,p(Rn) and B a ball containing x,

|f(x)− fB| ≤ C

ˆ
4B

ˆ
|∇f(z)|
|z − x|n−1

dz.
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Proposition 7.2.4. Let f ∈ W 1,p(Rn). For almost every x and y in Rn we have

|f(x)− f(y)| ≤ Cd(x, y) [M |∇f |(x) +M |∇f |(y)]

Proof. Let B = B(x, 2d) where d = d(x, y),

|f(x)− f(y)| ≤ |f(x)− fB|+ |f(y)− fB|

= ≤ C

(ˆ
4B

|∇f(z)|
|z − x|n−1

dz +

ˆ
4B

|∇f(z)|
|z − y|n−1

dz

)
= C(M |∇f |(x) +M |∇f |(y))

Remark 7.2.5. If Ω = Rn then we need 1
8

dist(x, ∂Ω) = d(x, y)

7.2.2

We have the following characterization for f ∈ W 1,p(Rn)

Proposition 7.2.6. Let f ∈ Lp(Rn) measurable. If there exists a g ∈ Lp(Rn)
non-negative function such that

|f(y)− f(x)| ≤ d(x, y) [g(x) + g(y)]

then f ∈ W 1,p(Rn).

7.2.3

We will now use the result in the previous section to define a new space M1,p(X)
where (X,µ, d) is a certain measure space with a metric. Here

• µ is Borel regular.

• All balls have positive measure.

• Bounded sets have finite measure.

Remark 7.2.7. Non σ-finite measures have stupid pieces of the measure space.

Definition 7.2.8. M3p(X) is called the Hajtasz-Sobolev Space. It consists of
functions f ∈ Lp(X) such that there exists some g ≥ 0 which satisifies

|f(x)− f(y)| ≤ d(x, y) [g(x) + g(y)] .
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7.2.4

f : X → R is in M1,p if and only if f is in Lp and there exists some positive measure
Lp such that

|f(x)− f(y)| ≤ d(x, y)(g(x) + g(y)).

One can check easily that this defined a vectorspace. To do this suppose that For
f1 and f2 in Mp,1 with corresponding g1 and and g2 then f1 + f2 has g1 + g2 as its
Lp bounder. We have to show that g1 and g2 We can also make it a normed vector
space with

‖f‖ := ‖f‖Lp + inf
g∈S(f)

‖g‖Lp

where S(f) consists all of the possible positive, measurable g ∈ Lp satisfying the
inequality.

7.2.5

We claim that the vector space M1,p is complete. Suppose that fk is a convergent
sequence in M1,p. We need to show that fk → f such that there exists a g for the
f with the appropriate bound. It is that f exists as a function in Lp since the Mp,1

norm dominates the Lp norm of the sequence of fk’s. What is not clear is that there
exist some g which gives the

|f(x)− f(y)| ≤ d(x, y)(g(x) + g(y)) a.e.

This is what we will prove.

Since ‖fk+1 − fk‖M1,p can find some gk+1,k with ‖gk+1,k‖Lp → 0 as k → ∞.
Note that for every n we can write fn+1 as a sum of functions

fn+1 =
n∑
k=1

(fk+1 − fk) + f1.

By the remark in section 7.2.4 the function gn+1 :=
∑n

k=1 gk+1,k + g1 works as a
sufficient bounder for the fn+1’s. We can assume that gn+1 converges to some g in
Lp by taking a subsequence if necessary to make the convergence more rapid.

For every n we have

|f(x)− f(y)| ≤ |f(x)− fn(x)|+ |fn(y)− f(y)|+ |fn(x)− fn(y)|
≤ εn(x) + εn(y) + d(x, y)(gn(x) + gn(y)).
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Which implies

|f(x)− f(y)| ≤ inf
n

(εn(x) + εn(y) + d(x, y)(gn(x) + gn(y)))

≤ inf
n

(εn(x) + εn(y)) + d(x, y) sup
n

(gn(x) + gn(y))

≤ d(x, y)

(
sup
n
gn(x)− sup

n
gn(y)

)
Since gn(x) is monotonically increasing with n we must have that supn gn(x) =∑∞

n=1 gn+1,n(x) + g1(x). This limit exists in Lp which gives the g we were looking
for.

7.3 Lecture 3

7.3.1

Let f ∈ L1(X) and g : X → [0,∞] be a possible unbounded curve. Then for almost
every rectifiable γ in X we have

1.
´
γ
gds <∞

2. for all β ⊂ γ

|f(xβ)− f(yβ)| ≤
ˆ
β

gds

implies that f is absolutely continous on the curve γ with |f ◦ γ| ≤ g ◦ γ almost
everywhere in γ.

7.3.2

Another way to generalize the Sobolev spaces in the metric space setting. For
f ∈ C∞(X) and g = |∇f | works to get the above conditions.

For f ∈ W 1,p(X) we can find smooth fk such that ‖fk − f‖W 1,p(X) → 0 as
k →∞. For smooth functions we have

|fk(xβ)− fk(yβ)| ≤
ˆ
β

|∇fk|ds

almost everywhere and fk converges pointwise almost everywhere. Note that con-
vergence could be bad at the endpoints of the curves β. We need to throw a small
collection of curves to make the above statement make sense. This boils down to
computing capacities.
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7.3.3

µ is an exterior measure provided

• T1 ⊂ T2 implies that µ(T1) ≤ µ(T2)

• µ(∅) = 0

• For a countable family T1, T2, . . . we have

µ(
⋃
i≥0

Ti) ≤
∑
i≥0

µ(Ti)

7.3.4

Let T be a family of curves in X. The family of admissible functions is

A(T ) = {g : X → [0.∞]|∀γ ∈ T,
ˆ
γ

gds ≥ 1}

Note that these functions detect the family T in the sense that
´
γ
gds ≥ 1. For

p ∈ (0, 1), we define the p-modulus of the family T to be

µp(T ) =

ˆ
g∈A(T )

ˆ
X

g(x)pdx.

Lemma 7.3.1. µp is an exterior measure on the collection of curves in X.

In the above statment we are considering the collection of curves which are
arclength parametrized and are of finite length.

• Prove lemma 7.3.1.

7.3.5

Consider a cylindrical family K of line segments in Rn where A ⊂ {x ∈ Rn : xn = 0}
and above every point in A there is a straight line starting at xn = 0 going to xn = h.
The family is C = K × [0, h].

The set A(T ) is nonempty. The function

g(x1, . . . , xn) :=
1

h
χK(x1, . . . , xn)
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gives us

µp(T ) ≤
ˆ
K

gpdx

=
1

hp

ˆ
K

dx

=
1

hp [0,h]×A
dydt

=
1

hp
· |A| · h

Let ρ ∈ A(T ). This means that
´
Ly
ρds ≥ 1 where Ly denotes the fiber above

y ∈ A in K. By Hölder’s inequality this is less than or equal to

(

ˆ
Ly

ρpds)1/p(

ˆ
Ly

1p
′
)1/p′

which tells us that

1 ≤

(ˆ
Ly

ρpds

)
hp−1.

Computing further we have

ˆ
K

ρpdx =

ˆ
A×[0,h]

ρpdyds

=

ˆ
A

(ˆ h

0

ρpds

)
dy

= (ρpds) |A|
≥ |A|h1−p

7.3.6

Let E ⊂ X and define the family

T+
E := {γ : |γ−1(E)| > 0}.

Lemma 7.3.2. If E ⊂ X has measure zero them µp(T
+
E ) = 0.

• Show that a function in admissible class is zero.

• If S has measure zero then there exists covers of S which shrink to zero.
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Let E0 ⊂ X such that E ⊂ E0 and define

g(x) =∞χE0(x).

if γ ∈ T+
E then ˆ

γ

gds =∞

which means that g ∈ A(T+
E ) but we have that

ˆ
X

gpdx = 0

because g is supported on a set of measure zero.

7.3.7

Lemma 7.3.3 (Fuglede’s Lemma). Let gk be a sequence of non-negative borel mea-
surable functions on X, g : X → (0,∞] borel measurable with

‖g − gk‖Lp(X) ≤ 2−(k+1)p.

The set of curves for which
´
γ
gk does not approach

´
γ
g has µp measure zero.

We will actually be proving a stronger statement. The family

T = {γ : lim sup
k→∞

ˆ
γ

|gk − g|ds > 0}

has µp(T ) = 0.

7.3.8

Lemma 7.3.4 (Koskela-MacManis). Let T be a family of curves in X. µp(T ) = 0
if and only iff there exists a borel measurable g ∈ Lp(X) such that for all curves γ
we have ˆ

γ

gds =∞

This is a generalization of the above.
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7.3.9

Theorem 7.3.5. f ∈ W 1,p(X) if and only if

1. f ∈ L1(X)

2. There exists some g ∈ Lp(X) a non-negative borel measurable function such
that the family of curves T where one of the conditions for absolute continuity
fails has measure zero.

Observe that this theorem fixes exactly what was wrong in the beginning of
this lecture.

Proof. For the forward implication observe that f ∈ W 1,p(X) implies that we can
find fk smooth where fk → f as functions in W 1,p(X) and ‖fk − f‖W 1,p ≤ 2−(k+2)p.
Let

E = {x : lim
k
fk(x) 6= f(x)}.

This set has measure zero which implies that µp(T
+
E ) has measure zero.

By Fugleday’s lemma we have

µp{γ : lim
k→∞

ˆ
γ

||∇fk| − |∇f ||ds > 0} = 0.

Observe that |∇f | ∈ Lp(X) does not have to be Borel measurable bu can be modified
on a set of measure zero that that it becomes measurable.

Finally, observe that the set of curves on which
´
γ
|∇f |ds = ∞ has measure

zero.

If γ is not a member of one of these three bad sets of measure zero we have

|f(xβ)− f(yβ)| ≤
ˆ
β

|∇fk|ds

for every subcurve β such that

ˆ
β

|∇fk|ds→
ˆ
β

|∇f |ds.

The complement of any set of measure zero is dense so we can fine xβ and yβ not in
E that give

|f(xβ)− f(yβ)| ≤
ˆ
β

|∇f |ds.
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We need to show that E ∩ γ = ∅. Suppose that x0 /∈ E but x0 ∈ γ. We can
choose x0 as close to y as we want.

lim
k→∞

fk(y) = f(y)

fk(y)− fk(x0) =

ˆ
βy

∇fkds

and since ˆ
β

|∇fj|ds < ε

we get that

|fk(y)− fk(x0)| < ε

Use some triple triangle inequality to get what we want.

The converse depends heavily on the coordinates

• The line segments parallel to the coordinate axes

• get partial derivatives

Remark 7.3.6. The family of integrals
´
γ
|∇fj|ds are equicontinuous.

7.4 Lecture 4

7.4.1

In the previous section we gave a characterization of Sobolev functions. For X a
nice enough metric space we had f ∈ W 1,p(X) if and only if there existed some
Borel measurable g ∈ Lp(X) with a family T such that µp(T ) = 0 and for all γ /∈ T

|f(xγ)− f(yγ)| ≤
ˆ
γ

gds

And recall that by nice enough we means that (X, d, µ) was a triple consisting
of a set a metric and a measure where the measure was Borel regular, bounded sets
had finite measure and open sets had positive measure.
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7.4.2

We define the collection Ñ1,p(X) to be the set of f ∈ Lp(X) such that there exists
a g ∈ Lp(X) borel measurable and nonnegative and for almost every γ we have

|f(xγ)− f(yγ)| ≤
ˆ
γ

gds.

• Verify that the definition of µp did not use any Euclidean structure.

7.4.3

Consider the functions

f(x, y) = 0 and g(x, y) =

{
0, x = 0

1, x = 1

Observe that since these two functions differ only on a set of measure zero we have
g ∼ f as Sobolev functions.

7.4.4

Let p ≤ 2 and let T = { curves going through x0 }

• Show that µp(T ) = 0.

g as in definitino of Ñ1,p(X) is called a weak upper gradient.

‖f‖Ñ1,p(X) := ‖f‖Lp(X) + inf
g
‖g‖Lp(X).

• Show that N1,p(X) is a vector space.

• Show that ‖−‖N1,p is a seminorm (some nonzero elements may have ‖f‖N1,p(X) =
0.

• Quotient out by the kernel of this semi-norm to get a norm

The Newton-Sobolev space is defined by

N1,p(X) := Ñ1,p(X)/ ∼

where f ∼ g if and only if ‖f − g‖N1,p = 0. The word Newton is because the
Fundamental Theorem of Calculus applies.
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7.4.5

Theorem 7.4.1. If X is a subset on Rn with the induced metric and measure then

N1,p(X) ∼= W 1,p(X)

as Banach Spaces.

Remark 7.4.2. 1. The vector spaces above are not equal as sets since they consist
of different collections of equivalence classes.

2. Suppose that f1 and f2 have upper gradients g1 and g2. It is not the case that
g1 − g2 is a upper gradients.

Proposition 7.4.3. N1,p(X) is a Banach space.

Let {fk}k∈N a sequence of functions in N1,p(X) such that

1. fk → f in Lp(X)

2. fk has p-weak upper gradients gk ∈ Lp(X) with gk → g in Lp(X).

Then there exists some f0 : X → [−∞,∞] with f0 = f almost everywhere such that
f0 ∈ N1,p(X) and a Borel representative g0 of g is a weak upper gradients of f0.

By passing to a subsequence if necessary we have

‖f − fk‖Lp(X) < 2−kp,

‖g − gk‖Lp(X) < 2−kp.

The set

A = {x ∈ X : lim
k→∞

fk(x) 6= f(x) or lim
k→∞

gk(x) 6= g(x)}

has µ(A) = 0. The implies that mup(T
+
A ) = 0 since the set A has measure zero.

Also, the family

T = {γ : lim
k→∞

ˆ
γ

|gk − g|ds

has µp(T ) = 0 by Fugleday’s lemma.

By the K MacManus lemma we have

µp{γ :

ˆ
γ

gkds =∞ for some k or

ˆ
γ

gds =∞} = 0.
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Also for each k ≥ 1 the family

Tk = {γ : (fk.gk) do not satisfy |fk(xγ)− f(yγ)| ≤
ˆ
γ

gkds}

has µp(Tk) = 0.

Now the union of these families

S = TA ∪ T ∪
⋃
k≥1

Tk

has µp(S) = 0.

For γ /∈ S, we have

|fk(xγ)− fk(yγ)| ≤
ˆ
γ

gds

with ˆ
γ

gkds→
ˆ
γ

gkds

and
|fk(xγ)− fk(yk)| → |f(xγ)− f(yγ)|

by finding a dense set of points where this works and the triangle inequality.

7.4.6

M1,p(X) is the set of f ∈ Lp(X) such that there exists some g ≥ 0 in Lp(X) with
the property that for almost every x, y ∈ C we have

|f(x) + f(y)| ≤ d(x, y) [g(x) + g(Y )] .

N1,p(X) is the set of f ∈ Lp(X) such that there exists some g ≥ 0 where

|f(xγ)− f(yγ)| ≤
ˆ
γ

gds.

We have proved that

M1,p(Rn) = W 1,p(Rn) for p¿1

N1,p(Ω) = W 1,p(Ω)
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Proposition 7.4.4. In general we do not have M1,p(X) = N1,p(X).

counter-example. Suppose that D is the unit disc in R2 and consider X = D \ [0, 1].
We have

M1,p(D \ [0, 1]) = M1,p(D)

since the bounding g in the definition does not see the deleted line segment. On the
other hand

W 1,p(D \ [0, 1]) 6= W 1,p(D)

since arg(z) ∈ W 1,p(D \ [0, 1]) but not in W 1,p(D).

Remark 7.4.5. The example D \ [0, 1] is called a Sobolev extension domain.

7.4.7

Proposition 7.4.6. M1,p(X) ↪→ N1,p(X)

Proof. Given f ∈M1,p(X) we can modify it on a set of measure zero to get

|f(x)− f(y)| ≤ d(x, y)|g(x) + g(y)|,

with g ∈ Lp(X). By the Kaskela-MacManis theorem

µp{γ :

ˆ
γ

gds =∞} = 0.

since the inequality fails on a set of measure zero the set of curves which see E as a
large set has measure zero,

µp(T
+
E ) = 0.

Let γ be not one of the bad curves and partition it into small pieces γj each of length
l(γ)/N having some zj ∈ γj such that

g(zj) ≤ −
ˆ
γ

gds.
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|f(z1)− f(zn)| ≤
∑
i

|f(zi)− f(zi+1)|

≤
∑
i

2
l(γ)

N
[g(zi) + g(zi+1)

≤
∑
i

2
l(γ)

N

(
1

l(γi)

ˆ
γi

g +
1

l(γi+1)

ˆ
γi+1

gds

)
≤ 2

∑
i

2

ˆ
γi

gds

≤ 4

ˆ
γ

gds

If f is continuous then we have

|f(z1)− f(zn)| → |f(xγ)− f(yγ)|.

This show s that

M1,p(X) ∩ C(X) ↪→ N1,p(X)

is bounded. If we can show that M1,p(X) ∩ C(C) is dense in M1,p(X) then we are
done.

We claim that the Lipschitz Functions are dense in M1,p(X).

• Show that the Lipschitz functions are dense

• µ{g > λ} ≤ 1
λp
‖g‖Lp(X)

• µ{g ≤ λ 3 x, y

7.4.8

Proposition 7.4.7. Let f ∈ W 1,p(Ω) and 4B ⊂ Ω. Then for all x ∈ B we have

−
ˆ
B

|f(y)− f(x)|dy ≤ C

ˆ
4B

|∇f(z)|
|z − x|n−1

dz.

Remark 7.4.8. The integral on the righthand side above is not a singular integral.
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• Show that ˆ
B

1

|z − x|n−1
≈ rB

−
ˆ
B

−
ˆ
B

|f(y)− f(x)|dydx ≤ −
ˆ
B

C

ˆ
4B

|∇f(z)|
|z − x|n−1

dzdx

= C

ˆ
4B

|∇f(z)|−
ˆ
B

1

|z − x|n−1
dxdz

= CrB−
ˆ

4B

|∇f(z)|dz

This give the 1-Poincaré inequality:

Proposition 7.4.9. For f ∈ W 1,p(Ω), 4B ⊂ Ω and x ∈ B we have

(7.4.1) −
ˆ
B

−
ˆ
B

|f(x)− f(y)|dydx ≤ CrB−
ˆ

4B

|∇f(z)|dz

Remark 7.4.10. Using Hölder’s inequality on the right hand side we get the p-
Poincaré inequality which is weaker.
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7.5 Lecture 5

In this section we will compare for four different Sobolev spaces in the Metric Setting:

M1,p(X), N1,p(X), P 1,p(X), KS1,p(X)

7.5.1

The p-Poincaré Inequality is satisfied on a space (X, d, µ) if there exists some
λ ≥ 1 and some positive constant C such that for all f

−
ˆ
B

|f − fB|dµ ≤ CrB(−
ˆ
λB

|∇f |pdµ)1/p.

Let Ω ⊂ R2 be rectangle with a deleted center. Recall that balls are of the
form B ∩ Ω in this space. The λ is needed in this region to engulf the center.

7.5.2

Proposition 7.5.1. For X ⊂ Rn,

Sobolev =⇒ Haiwatch .

The trick is to consider a telescoping series of balls (binoculars) at two different
points.

Proposition 7.5.2. If X supports a p-Poincare Inequality for upper gradient pairs
and p > 1 we have

−
ˆ
|f − fB|dµ ≤ CrB(

ˆ
λB

|g|pdµ)1/p

then M1,p(X) = N1,p(X)

Suppose that µ(x, 2r) ≤ Cµ(B(x, r))

Remark 7.5.3. The property of asymptotic doubling measures are enough to
show the boundedness of Maximal functions.

lim
r→0

B(x, r)

B(x, 2r)
= C(x)

exists and is bounded for all x.
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Proof. Let f ∈ N1,p(X). Let E be the set of non-Lesbegue points (where the
Mean Values on balls don’t converge to the value at the point). By the Lebesgue
differentiation theorem µ(E) = 0.

Let x, y ∈ X \ E, let d = d(x, y) and define

Bi =

{
B(x, 2i−1d), i ≥ 0

B(y, 2id), i < 0
.

Notice that
lim
i→∞

fBi = f(x) and lim
i→−∞

fBi = f(y).

By a triangle inequality we have

|f(x)− f(y)| ≤ |
∞∑

i=−∞

|fBi − fBi+1
| = ∗

and since Bi, Bi+1 ⊂ 2Bi+1 we have

∗ ≤
∑
|fBi − f2Bi+1

|+ |f2Bi+1
− fBi+1

|

and

|fBi − fBi+1
| ≤

ˆ
Bi

|f − fBi+1
|dµ

gives us

∗ ≤ 2C
∞∑

i=−∞

ˆ
|f − f2Bi+1

|dµ

Remark 7.5.4. Keith-Zhang have proven for X a doubling space with a p Poincare
inequality that there exists some q ∈ (1, p) where X has a q Poincare inequality.
They require the metrix space to be complete.

|f(x)− f(y)| ≤ C
∞∑

i=−∞

r2Bi+1
(−
ˆ

2λBi+1

qqdµ)1/q

≤ C

(∑
i≥0

(21−idM(gq)(x)1/q +
∑
i<0

2i+1M(gq)(x)1/q

)
≤ Cd

(
M(gq)(x)1/q +M(g)(x)1/q

)
The Hajtase quotient is M(gq)1/q ∈ Lp(X)
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7.5.3

A topological space X is quasi-convex if for every x, y ∈ X there exist some path
γ with endpoints x and y such that l(γ) <∞ and

l(γ) ≤ Cd(x, y)

Remark 7.5.5. Observe that by the triangle inequality l(γ)Cd(x, y).

The domain enclosed by the Cardiod with the subspace metric and measure
in R2 is not quasi-convex since there are points arbitrarily close to each other whose
minimal path has a positive length.

7.5.4

Proposition 7.5.6. If X supports a p-Poincaré inequality for (f, g) pairs then X
is quasi-convex.

7.5.5

The P 1,p-space is the collection of f ∈ Lp(X) for which there exists a non-negative
g ∈ Lp(X) with the property that for all ball B ⊂ X we have

−
ˆ
B

|f − fB|dµ ≤ rB(

ˆ
λB

gpdµ)1/p

We call this space the (1, p) Poincaré space.

Remark 7.5.7. The space M1,p(X) requires

|f(x)− f(y)| ≤ d(x, y) [g(x) + g(y)] .

It does not have the property that if a function is contains along an open set that
“its derivative” g must be zero. We say that it fails to have strong locality .

The space N1,p(X) requires

|f(x)− f(y)| ≤
ˆ
γ

gds.

this space does have the strong locality property.

The space P 1,p(X) is somewhere in between. It has locality.
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7.5.6

Proposition 7.5.8. If X supports a p-Poincaré inequality then P 1,p(X) = N1,p(X)

Proof. We will prove that P 1,p(X) ⊂ N1,p(X) the other direction is left as an ex-
ercise. Let f ∈ P 1,p(X). After modifying on a set of measure zero we will get
something in the Newton-Sobolev space. We will be using that N1,p(X) is close to
a Banach space in the sense that there exists some fk → f which fk ∈ P 1,p(X).

Fix some ε > 0 we can find an ε-net which consists of a sequence of points
{xi}i∈I such that for all x ∈ X there exists some i ∈ I such that d(x, xi) < 2ε and
the balls Bj = B(xj, 2ε) have small overlap:∑

i

χ10Bi ≤ C.

Form a Lipschitz partition of unity subordinate to the cover. There are func-
tions ϕi which are C

ε
-Lipschitz where ϕi : X → [0, 1] have supp(ϕi) ⊂ 2Bi and∑

i

ϕi = 1.

We define
fε(x) =

∑
i

fBiϕi.

For each epslion the function is locally Lipschitz and the function

Liph(x) := lim sup
y→x,y 6=x

|h(x)− h(y)|
d(x, y)

is an uppergradient for h.

1. |fε − f | → 0 as ε→ 0.

2. {Lipfε}ε>0 is bounded in Lp(X).

3. Since p > 1, Lp is reflexive.

4. Look at a convex combination of the fε to

Remark 7.5.9. The spaces M1,p and N1,p are used in potential theory. The space
P 1,p is not used so much.
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7.5.7

The Korevaar-Schoen Space KS1,p(X) consists of f ∈ Lp(X) such that

ˆ
X

(
−
ˆ
B(x,ε)

∣∣∣∣f(x)− f(y)

ε

∣∣∣∣p dµ(y)

)
dµ(x) <∞

The inside can be viewed as an integral average of the derivative or the integral
average of energy.

Remark 7.5.10. The above space is used (if one looks at the papers closely) in
Diffusion processes on Fractals. See papers by Kigami, Kumagai and Strichartz.

Observe that
ˆ
B(x,ε)

∣∣∣∣f(x)− f(y)

ε

∣∣∣∣p dµ(y) ≤ |f(x)− fB|p

εp
+

1

εp

ˆ
B

|f(y)− fB(x,ε)|pdµ(y)

by the triangle inequality.

• Show that all the spaces N1,p(X),M1,p(X), P 1,p(X), KS1,p(X) are the same if
X supports a Poincare inequality for upper gradient pairs.
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